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Abstract

The purpose of this dissertation was to investigate modeling and control strategies
for the Granular Imager (GI) concept. The GI idea is the result of an ongoing
research endeavour to study the feasibility of a distributed space imaging system,
whose optical surface is made of a granular cloud of reflective particles instead of
a monolithic mirror. This work is framed in the ’Orbiting Rainbows’ paradigm, a
Phase II NIAC (Nasa Innovative Advanced Concepts) project.

The overall modeling problem involves a very large parameter space (i.e. optics,
laser matter interaction, disordered systems, multi-scale simulation, formation fly-
ing, distributed systems, granular media, plasma physics, gravito-electro dynamics).
In this dissertation, the overall system is modeled as a large ensemble of rigid bod-
ies, physically disconnected from each other, whose interconnections depend on the
actuation force fields. The nature of the system is modular both at the micro and
macro scale. The subsystem elemental body at the macro-scale is a large satellite
that contains and confine the granular media cloud. This spacecraft constitutes an
optical sub-aperture that flying in formation with other identical elements generates
a very large synthetic aperture. The elemental system at the micro-scale (i.e. a
reflective grain) is modeled as a micrometric rigid body. A large number of these
elements constitutes the granular cloud in each sub-aperture.

A complete model of this system is implemented and analyzed in the physics-based
simulation software DSENDSEdu thus addressing the multi-scale dynamics. A set
of relative equations of motion for the system in orbits is derived analytically and
used to synthesize the various control strategies developed throughout this work.

The control problem at the macro-scale consists of formation flying multiple gran-
ular sub-apertures and it is solved with a linear optimal tracking controller. This
strategy is simulated in the DSENDSEdu environment that allows to analyze the
grain behaviour during formation keeping and retargeting.

The challenging task of controlling the grain dynamics at the micro-scale is con-
sidered both from a deterministic and a stochastic perspective. A laser interaction
model based on ray-tracing techniques is used to derive a dynamical model for the
grain behaviour while subjected to laser radiation. In this framework, a geomet-
rical time-optimal control law based on a bilinear approximation of the system is
derived for grain realignment, while nonlinear strategies for state-dependent models
(i.e. state-dependent unconstrained and constrained Riccati approaches) are used
for position and orientation control. A novel control strategy, based on the kinematic
properties of the phase-plane generated by the geometrical control law, is considered
to partially realign multiple grains simultaneously in the absence of damping and
with a single laser source.
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The problem of controlling a large number of particles with a small set of actua-
tors necessarily asks for a controllability analysis. The failure of controllability in a
deterministic sense sets the path for reformulating the problem under a stochastic
viewpoint. A probabilistic approach for controlling the average space distribution of
the particles is developed considering a simplified dynamical model. This strategy
is based on Optimal Transport theory, that provides a mathematical framework to
derive ’optimal’ ways of transporting probabilistic distributions. The problem of
controlling the collective dynamics of the particles is transported in the probabil-
ity space, in which an optimal control problem is solved for the density evolution.
A novel metric derived from Optimal Transport theory is used to overcome some
limitations of the previous implementations. Numerical simulations proved the ef-
fectiveness of this strategy thus suggesting a future integration with the complete
simulation model.
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Chapter 1

Introduction

This dissertation is the result of a seven month internship at NASA Jet Propulsion
Laboratory under the JPL Visiting Research Student Program. This work is framed
into the ’Orbiting Rainbows’ paradigm, a Phase II NASA Innovative Advanced Con-
cepts (NIAC) study whose aim is to extend the boundary of human space knowledge
by advancing the current technology of space telescopes. The main limiting factor of
current designs is the weight and cost of the primary aperture that does not allow to
increase the dimension over a certain threshold, thus hindering the development of
large aperture imaging systems. The radical di↵erence envisioned by the ’Orbiting
Rainbows’ concept is to exploit the reflective and refractive properties of a cloud of
grains to substitute a monolithic aperture with a distributed granular medium. In
this way, the granular lens can achieve very large apertures at a fraction of weight
and cost with respect to its classical monolithic counterpart. The Granular Imager
(GI) design is made possible by recent theoretical and experimental understandings
on the behaviour of di↵use granular media that open the way to new methods to
sense and control these systems. The overall problem involves many areas of engi-
neering simultaneously from cloud optics to distributed control strategies. However,
the research carried out in Phase I and Phase II proved that the Granular Imager
is feasible but also requires advancements in di↵erent areas. This dissertation will
be focused on the modeling and control of a possible design of the Granular Imager
(GI) from the dynamics perspective.
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1.1 Motivations and existing technology

Typically, the cost of a space-borne imaging system is driven by the size and mass of
the primary aperture. The solution proposed uses a method to construct an imaging
system in orbit in which the nonlinear optical properties of a cloud of reflective parti-
cles, shaped into a stable surface, allow to form a lightweight aperture of an imaging
system, hence reducing overall mass and cost. The trend in astronomy requires
larger and larger aperture to allow challenging goals such as exo-planet detection.
The need for an ultra lightweight very large aperture design is of fundamental im-
portance.

Figure 1.1: Evolution of large space telescopes
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Figure 1.2: State of the art of the current telescope technology

The concept of one single granular member can be further extended considering
multiple sub-aperture patches that flying in formation would achieve even larger
overall equivalent dimension invoking synthetic aperture interferometry techniques
such as Golay arrays [23]. However, this increases the complexity of the overall
system adding precise formation flying requirements. Other space-borne observato-
ries proposed missions consider multiple elements, such as the New World Observer
(NWO) or the Stellar Imager (SI). NWO consists of a large telescope and an oc-
culter spacecraft in tandem at about 50,000 km apart. The aperture is limited to
four meter due to its monolithic structure. On the other hand, the SI is an ultravio-
let/optical aperture synthesis imager composed of at least 9, up to perhaps as many
as 30, array elements (mirrorsats) and a central hub with focal-plane instrumenta-
tion. In a similar way, the granular sub-aperture patches of the Granular Imager
will focus light on a central chief spacecraft. The fundamental di↵erence is in the
architecture of the mirror that allows to increase the aperture at the level of the
single sub-apertures.

It is extremely di�cult to design large aperture space optics which are both opti-
cally precise and can meet the practical requirements for launch and deployment
in space [24]. Compared to conventional large aperture systems, the proposed con-
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cept is unique in that: a) it would be a structure-less, very lightweight system,
leading to areal densities of 0.1 [Kg

m2 ] or less, compared to 10 [Kg

m2 ] or more of mono-
lithic apertures; b) one cloud could combine with other clouds to form extremely
large apertures; c) would be easy to package, not requiring structural elements; d)
line-of-sight retargeting and figure control would be realized remotely using electro-
magnetic fields, without the need for complex sensors and actuators on the backing
structure. These properties enable new mission architectures, and are in contrast
to current state-of-the-art systems which are limited to much smaller sizes and are
quite massive. The paradigm that makes this Granular Imager possible is based on:
a) avoiding any physical structure and sensing/actuation hardware on the primary
aperture; b) using at-a-distance trapping and manipulation to confine and shape the
cloud acting as primary.

1.2 Granular Imager concept design

The concept considered is a set of multiple satellite agents, each one integrates a
granular aperture. It will be shown that the control challenges addressed are inher-
ently multi-scale due to the simultaneous formation flying of these sub-apertures at
the macro-scale and the collective behaviour of the grains at the micro-scale. How-
ever, it is possible to invoke spectral decoupling arguments and consider the two
control problems separately.

Figure 1.3: Spatial, temporal, and control scales involved in the GI problem [5]
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At the level of the single sub-aperture, the stable confinement and rigidification of
the granular medium at the micro-scale is envisioned to be obtained as follows [5].
First, the di↵use reflective is dispensed within a transparent inflatable envelope
containing a neutral bu↵er gas, such as Ar. The released cloud is then guided into a
stable Coulomb crystal by adjusting the boundary potentials of an electrodynamic
trap to satisfy the condition for crystal formation. Once the crystal has been formed,
the rotational alignment of the grains into the incoming wavefront is achieved by
rastering a laser beam across the extent of the cloud. The radiation pressure of the
laser beam rotates the grains in the proper direction.

Figure 1.4: Sub-aperture schematic schematic concept
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Figure 1.5: Formation flying of multiple sub-apertures

Through optical manipulation technology, the average alignment of the grains is con-
trolled within each cloud to provide a cloud figure shape that is adequate for the op-
tical requirements. Therefore, the top-down formation flying approach merges with
the bottom-up optical manipulation approach to achieve the objective. The radi-
cal di↵erence with respect to the existing technology consists of the ’at-a-distance’
nature of the actuation of the granular lens that in this way does not need any
backing structure or precise mechanical design. On the other hand, it poses com-
plex challenges in the simultaneous control and alignment of many grains subjected
to the same force field generated by the actuators. The addition of the bu↵er gas
provides additional dissipation and allows the particles to be stabilized more easily.
The control system is envisioned to be based on feeding back images of the cloud to
the boundary electrodes so that with proper tuning a stable equivalent surface can
be achieved.

1.3 Modeling of the di↵use medium

The dynamics of di↵use media is a complex phenomenon to model from the dynam-
ics point of view [24, 5]. The granular medium presents many unique properties that
can be considered a di↵erent state of matter in itself. Among it peculiar characteris-
tics there are cohesiveness, fluid behaviour, compactification, phase transformation
capability and many others. The controllable properties and manipulation capability
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of these systems are matter of on-going research starting from the modeling point of
view. There are many ways to model the dynamics of di↵use media, such as Cellular
Automata or Lattice-Boltzmann Hydrodynamics [26, 5]. These techniques allow to
describe the cloud dynamics within a specified spatial domain ⌦ as a boundary value
problem together with the stochastic equation of motion:

[�(x, t) + ⌃(x, t,!)]u(x, t,!) = f(x, t,!) + fc(x, t) (1.1)

The operators in the equation of motion are stochastic due to the probabilistic nature
of the single grains dynamics and of the whole system. Equation 1.1 describes the
system together with the boundary conditions at �⌦. x represents the spatial scale,
t the temporal scale, ! the random fluctuation, � is the deterministic operator
describing the dynamics while ⌃ is the stochastic operator whose coe�cients are
zero-mean random process. u is the displacement of a grain of the cloud, f is
the vector of exogenous disturbances and fc the vector of control inputs. For a
di↵use medium, two time scales enter the picture, as well as two spatial scales. The
individual grain dynamics begins to emerge when �

L
⇡ 1, where � is the time (or

space) scale of the stimuli internal or external to the cloud, whereas L is a time
(or space) scale representative of the cloud itself. When �

L
<< 1, the individual

grain behavior is predominant, and when �

L
>> 1 the cloud collective behavior as a

unit is predominant, therefore in this situation it could be considered as an e↵ective
rigidified medium (rigid body). In this dissertation, to keep the problem tractable,
the system of grains (particles) will be modeled as a large set of micrometric rigid
bodies, with the aim of studying their behaviour at the micro and macro scale
separately, and when coupled with the macroscopic system in orbit.

1.4 Work subdivision

The main objective of this dissertation was to develop a multi-scale simulation envi-
ronment that allows to study the interconnections between the di↵erent time scales
at which the overall system is subjected and, at the same time, to develop con-
trol methodologies that can handle this multi-scale problem. In particular, classical
optimal control theory is used for the formation flying problem at the macro-scale
while nonlinear, deterministic and stochastic, control strategies are used to control
the grains (granular ensemble) at the micro-scale. The equations of motion of the
system in orbit around Earth are investigated in the first chapter. A linearized set
of translational motion equations, useful to synthesize formation flying control algo-
rithms, is derived for the relative motion of the formation of the sub-apertures. The
particles (grains) full relative dynamics with respect to its container (inflatable en-
velope) is analytically described and an approximation to these equations is used to
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implement control strategies in the following chapter. In the laser chapter, a laser-
matter interaction model is used to synthesize two main nonlinear control strategies
that allows realignment and position control. A novel control approach is proposed
to simultaneously realign multiple grains with a single laser source in absence of
damping. Chapter 4 addresses the problem of controlling the average position of
thousands of particles simultaneously. After some considerations on the lack of clas-
sical controllability with the layout considered, a stochastic density control approach
is developed based on the Optimal Mass Transport theory. This strategy allows to
achieve global control of the collective behaviour of thousands of particles based
on a simplified model. This stochastic viewpoint is needed to the partial failure of
the deterministic control methodologies developed in chapter 3 in handling multiple
particles simultaneously. In the last chapter, a complete simulation of the GI system
is performed in the DSENDSEdu simulator engine, a C++\Python physics-based
multi-body simulation software developed at NASA Jet Propulsion Laboratory. The
environment has been implemented to allow inherent scalability on the number of
particles and on the number of sub-apertures. Furthermore, it incorporates several
phenomena that the granular particles inside the envelope experience. Specifically,
the nonlinear laser-particle interaction, the presence of the bu↵er gas and a simplified
model for the electrodynamic interaction. A complete simulation is then carried out,
the (GI) system composed of a certain number of granular apertures perform for-
mation flying tasks while retargeting to a point on Earth simulating Earth-Imaging
applications. A quaternion-based PD attitude control is used at the macro scale
while at the micro-scale the particles are realigned using laser radiation pressure.
The global realignment has been achieved due to the presence of damping.
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Chapter 2

Equations of motion

In this chapter, the equations of motion describing the relative dynamics of the
elements of the Granular Imager are derived. At the macro-scale, the dynamics of
the sub-aperture patches (spacecrafts) is described relative to an orbiting reference
frame. On the other hand, at the micro-scale the dynamics of the particles is referred
to its relative container.

2.0.1 Systems definition

Several reference frames are defined to describe the motion of the system, following
the approach used in [27]. An inertial reference frame FI is attached to the center
of Earth and is oriented following the commonly accepted convention for Earth-
centered inertial frames. The x axis points towards the vernal equinox, the z axis
points toward the North Pole and the y axis completes the right-handed frame. An
orbiting reference, frame FO, follows a keplerian orbit around Earth and rotates
with angular velocity I

~
!O with respect to FI . The location of the origin of FO is a

circular solution to the following two-body problem with Earth as the central body:

II

~
RO = � µ

~
RO

k
~
ROk3

(2.1)

The orientation of FO is given by its unit vectors {
~
ô1,

~
ô2,

~
ô3}. The unit vector

~
ô1

points towards the radial direction, the unit vector
~
ô3 points in the direction of the

orbit normal while the unit vector
~
ô2 completes the right-handed triad. An orbiting

reference frame with this orientation is commonly referred as the Hill reference frame.
Its origin follows a purely gravitational circular orbit and due to the definition of its
orientation its angular velocity with respect to the inertial frame FI is constant and
equal to the mean motion of the orbit.
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A body-fixed reference frame FS is defined for each spacecraft that in turn contains
a cloud of particles modeled as an ensemble of rigid bodies. The point describing
the location of the center of mass of a generic particle is denoted as P.

A set of coordinate-free vectors is defined to describe the kinematics of the problem.

•
~
RO is the vector from FI origin to FO origin.

•
~

⇢S is the vector from FO origin to FS origin.

•
~
rS is the vector from FI origin to FS origin.

•
~

⇢P is the vector from FS origin to point P.

•
~
rP is the vector from FI origin to point P.

The following relations follow from these definitions:

~
rS =

~

⇢S +
~
RO (2.2)

~
rP =

~

⇢P +
~

⇢S +
~
RO =

~

⇢P +
~
rS (2.3)

2.0.2 Translational equations of motion of spacecraft S

The translational equations of motion of a deputy spacecraft S are derived accord-
ing to the following assumptions. The spacecraft is actuated in each of the three
linear degrees of freedom by a control force (e.g. thrusters) and it is subjected to
spherical gravity exerted towards the center of Earth (i.e. origin of FI). Disturbance
forces, radiation forces, third body perturbation and Earth oblateness are, for the
time being, neglected. The mutual gravitational forces exerted by the cloud on the
spacecraft are also neglected as it will be proved to be order of magnitudes smaller
than the other forces. Hence, using Newton’s Second Law:

II

~
rS = � µ

~
rS

k
~
rSk3

+ ~
FCS

mS

(2.4)

Di↵erentiating equation 2.2 twice and using the propagation equation of point O in
equation 2.1, it is possible to rearrange equation 2.4 and expresses it in terms of
relative motion between the spacecraft and the orbiting reference frame (i.e.

~

⇢S).

II

~

⇢S =
II

~
rS �

II

~
RO = �µ[ ~

rS
k
~
rSk3

� ~
RO

k
~
ROk3

] + ~
FCS

mS

(2.5)

The Transport Theorem can be now applied twice to
II

~

⇢S so as to refer all the deriva-
tives to the FO frame:
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II

~

⇢S =
OO

~

⇢S + 2 I

~
!O ⇥ O

~

⇢S + I

~
!O ⇥ I

~
!O ⇥

~

⇢S (2.6)

In equation 2.6 the assumption that the origin of FO is following a circular orbit
with constant angular velocity is used, as a consequence, the angular velocity I

~
!O

of frame FO with respect to FI is constant. Thus substituting 2.6 into 2.5:

OO

~

⇢S = �2 I

~
!O ⇥ O

~

⇢S � I

~
!O ⇥ I

~
!O ⇥

~

⇢S � µ[ ~
rS

k
~
rSk3

� ~
RO

k
~
ROk3

] + ~
FCS

mS

(2.7)

There is indeed a large di↵erence between
~
RO and

~

⇢O that can be exploited to
simplify and linearize the equation of motion. The nonlinear term in equation 2.7 is
represented by the di↵erential gravity term. The term k

~
rSk2 can be expanded and

rearranged as a function of
~

⇢S and
~
RO only.

k
~
rSk = k

~

⇢S +
~
ROk = [(

~

⇢S +
~
RO) · (

~

⇢S +
~
RO)]

1
2 (2.8)

k
~
rSk3 = [(

~

⇢S +
~
RO) · (

~

⇢S +
~
RO)]

3
2 = k

~
ROk3

h
1 + ~

⇢S ·
~

⇢S + 2
~
RO ·

~

⇢S

k
~
ROk2

i 3
2

(2.9)

Equation 2.9 is then substituted in the di↵erential gravity term in 2.7, thus obtaining:

µ[ ~
rS

k
~
rSk3

� ~
RO

k
~
ROk3

] =
µ

k
~
ROk3

h
(
~

⇢S +
~
RO)

h
1+ ~

⇢S ·
~

⇢S + 2
~
RO ·

~

⇢S

k
~
ROk2

i� 3
2 �

~
RO

i
(2.10)

Due to the assumption made earlier (i.e. k
~

⇢Sk << k
~
ROk), the last term of equation

2.10 can be expanded in Taylor series up to first order:

h
1 + ~

⇢S ·
~

⇢S + 2
~
RO ·

~

⇢S)

k
~
ROk2

i� 3
2 ⇡

h
1� 3

2~
⇢S ·

~

⇢S + 2
~
RO ·

~

⇢S)

k
~
ROk2

i
(2.11)

Equation 2.11 is then substituted back in 2.10, rearranging terms and using the
definition of dyadic product yields:

µ[ ~
rS

k
~
rSk3

� ~
RO

k
~
ROk3

] ⇡ µ

k
~
ROk3 !

G
~

⇢S � 3µ

2k
~
ROk5

(2
~

⇢S

~
RO +

~
RO

~

⇢S +
~

⇢S

~

⇢S)
~

⇢S (2.12)

Where:

 !G =
k
~
ROk2 !1� 3

~
RO

~
RO

k
~
ROk2

= !1� 3
~
ô1
~
ô1 (2.13)

The last equation 2.13 is derived considering the definition of the orbiting reference
frame FO where

~
RO = k

~
ROk

~
ô1. Furthermore, I

~
!O = kI

~
!Ok

~
ô3 where the norm of

I

~
!O is the mean motion of the circular orbit !O and is given by !

2
O
= µ

k
~
ROk3 . Finally,
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neglecting the quadratic terms in equation 2.12, the linearized vectorial equation of
motion of spacecraft S can be written as:

OO

~

⇢S = �2 I

~
!O ⇥ O

~

⇢S � I

~
!O ⇥ I

~
!O ⇥

~

⇢S � !
2
O !G

~

⇢S + ~
FCS

mS

(2.14)

Note that equation 2.14 is in coordinate-free form but all the time derivatives are
taken with respect to the orbiting reference frame FO.

It is now possible to project the equation of motion in 2.14 in FO. The components
of the vector

~

⇢S, its derivatives and of the dyadic !G can be obtained using the
vectrix calculus:

[G] = FO · !G · F T

O
=

2

4
�2 0 0
0 1 0
0 0 1

3

5 (2.15)

⇢S = FO ·
~

⇢S =

2

4
⇢Sx

⇢Sy

⇢Sz

3

5 (2.16)

⇢̇S = FO · O

~

⇢S =

2

4
⇢̇Sx

⇢̇Sy

⇢̇Sz

3

5 (2.17)

I!O = FO · I

~
!O =

2

4
0
0
!O

3

5 (2.18)

FCS = FO ·
~
FCS =

2

4
FCSx

FCSy

FCsz

3

5 (2.19)

The equation of motion, now expressed as a matrix equation, is:

⇢̈S = �2
⇥
I!O

⇤⇥
⇢̇S �

⇥
I!O

⇤⇥⇥ I!O
⇤⇥

⇢S � !
2
O
[G]⇢S +

FCS

mS

(2.20)

By doing the necessary calculations and expressing the column matrices by compo-
nents the explicit form of equation 2.20 is:

2

4
⇢̈Sx

⇢̈Sy

⇢̈Sz

3

5 = �2

2

4
0 �!O 0
!O 0 0
0 0 0

3

5

2

4
⇢̇Sx

⇢̇Sy

⇢̇Sz

3

5+

2

4
3!2

O
0 0

0 0 0
0 0 �!

2
O

3

5

2

4
⇢Sx

⇢Sy

⇢Sz

3

5+ 1

mS

2

4
FCSx

FCSy

FCSz

3

5 (2.21)
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2.0.3 State-space form and controllability analysis

Equation 2.21 is called Clohessy-Wiltshere-Hill (CWH) equation and has been ob-
tained under the following fundamental assumption: linearized system, circular ref-
erence orbit and spherical Earth gravity. Furthermore, it is assumed that the only
forces acting on the body are gravity and control actions. These equations will be
used to synthesize the control logic for each spacecraft. It is useful to rewrite the
system in state-space and use the tools provided by LTI systems theory. The state
for each spacecraft is given by the components of position and velocity in the orbiting
frame FO.

x =

2

6666664

⇢̇Sx

⇢̇Sy

⇢̇Sz

⇢Sx

⇢Sy

⇢Sz

3

7777775
x 2 R6 (2.22)

The equation of motion in state-space form is:

ẋ = [A]x+ [B]u (2.23)

Where:

[A] =

2

6666664

0 2!O 0 3!2
O

0 0
�2!O 0 0 0 0 0
0 0 0 0 0 �!

2
O

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

3

7777775
[B] =

1

mS

2

6666664

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0

3

7777775
u =

2

4
FCSx

FCSy

FCSz

3

5

(2.24)
The stability of the system is determined by the eigenvalues � of the state matrix
[A].

�([A]) =

2

6666664

0
0

�!Oi

�!Oi

!Oi

!Oi

3

7777775
(2.25)

All the eigenvalues � lies on the imaginary axis and thus the system is at the stability
boundary. Furthermore, the zero-valued eigenvalues produce a constant drift term
(i.e. a secular motion is expected to appear in the solution).

In addition, the linearization has decoupled the out-of-plane, cross-track motion
from the in-plane motion. The cross-track motion is a simple harmonic oscillator.
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On the other hand, the transverse and along-track drift components, varying linearly
with time, implies that the in-plane relative positions will diverge.

The spacecrafts need to fly in formation in order to meet the optical criteria and
work as sub-aperture patches, a control action is thus needed to achieve and keep
the desired formation. A formation-flying control strategy is implemented in the
DSENDSEdu simulator in chapter 5. In order to apply modern state-space based
control strategies such as LQR, matrices {A,B} must constitute a controllable pair.
For linear systems, the controllability can be assessed using the Kalman rank con-
dition (i.e. the controllability matrix must be full rank). The controllability matrix
is defined as:

[K] = [ [B] [A][B] [A]2[B] ... [A]5[B]] (2.26)

Matrix [K] is full rank, hence the system is fully controllable (i.e. is exists a control
action that can bring in finite time the state to the origin from every point in the
state space).

2.0.4 Spacecraft attitude dynamics and control problem

Each spacecraft is assumed to be actuated along its three principal axis and it is
therefore possible to fully control its attitude. The rotational equations of motion
of a rigid body are decoupled from the translational ones if they are formulated
with respect to a frame whose origin coincides with the center of mass [14, 15].
The rotational dynamics is described through the rate of change of the angular
momentum, in coordinate-free form the inertial derivative of the angular momentum
is:

I

~
h =

~
⌧ (2.27)

~
⌧ consists of all the external torques applied (i.e. possible torque disturbances and
control actions). Since the body-fixed reference frame FS is located at the center
of mass of the spacecraft, the angular momentum is

~
h = !J

I

~
!S where !J is the

inertia dyadic with respect to the center of mass and I

~
!S is the angular velocity of

the spacecraft body-fixed reference frame FS with respect to the inertial reference
frame FI . Equation 2.27 can reformulated taking derivatives with respect to the
body-fixed frame FS using again the Transport Theorem.

S

~
h + I

~
!S ⇥

~
h =

~
⌧ (2.28)

Projecting equation 2.28 in FS:

F T

S

.
h+ F T

S

⇥
I!S

⇤⇥
h = F T

S
⌧ (2.29)
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To avoid confusion I!S will be called ! in the following equations. Then, simplyfing
F S from both sides and using the definition of angular momentum:

[J ]
.
! =

⇥
!
⇤⇥

[J ]! + ⌧ (2.30)

Equation 2.30 is the Euler equation describing the rotational dynamics of a rigid
body, by integrating it the components of the angular velocity in the spacecraft
frame FS can be obtained. However, to control the attitude the angular velocity
must be related to an attitude metric. The unit quaternions metric will be used
for its computational speed and its singularity free property. The quaternion IqS is
defined to describe the orientation of frame FS with respect to the inertial frame
FI . It is possible to define a linear map to relate IqS and its inertial time derivative
I .qS that depends on the angular velocity expressed in body frame !.

I .qS =
1

2
[G(!)] IqS =

1

2

2

664

0 !3 �!2 !1

�!3 0 !1 !2

!2 �!1 0 !3

�!1 �!2 �!3 0

3

775
IqS (2.31)

Equations 2.30 and 2.31 fully describe the rotational dynamics of the spacecraft with
respect to the inertial frame FI . They will be used in the chapter 5 to derive an
attitude control law for the spacecraft formation at the macro-scale.

2.0.5 Equation of motion of the cloud particle P relative to
Spacecraft S

The equation of motion of the particle P is formally identical to the one of the
spacecraft S when they are both referred to the inertial reference frame FI . For the
time being, the mutual gravity between the two bodies (i.e. spacecraft and cloud
particle) is neglected and it is assumed that the particle can be trapped through the
force

~
FCP . Furthermore, the particle is subjected to the gravitational field imposed

by the primary body, that is assumed spherical.

II

~
rP = � µ

~
rP

k
~
rPk3

+ ~
FCP

mP

(2.32)

Equation 2.32 can be rearrenged to describe the dynamics of the particle with respect
to FS (i.e. the spacecraft body-fixed frame) that is rotating with angular velocity
I

~
!S with respect to frame FI . This transformation is needed because the control,
sensing and actuation system of the cloud will be on-board of S, as a consequence, the
dynamics that is ’seen’ by the control system is the one relative to FS. Di↵erentiating
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equation 2.3 twice with respect to FI and substituting equation 2.32 and 2.4, the
relative dynamics with inertial derivatives is:

II

~

⇢P = �µ[ ~
rP

k
~
rPk3

� ~
rS

k
~
rSk3

] + ~
FCP

mP

� ~
FCS

mS

(2.33)

In equation 2.33, the coupling between spacecraft and particle relative dynamics is
due to the di↵erential gravity term (i.e. they are on di↵erent orbits with respect to
the primary body) and to the control forces applied to the spacecraft (i.e.

~
FCS).

The second source of coupling is purely caused by the relative nature of this equation
of motion. The final step to obtain the relative dynamic is to transport the inertial
derivative on the left-hand side of equation 2.33 in the body-fixed spacecraft frame
FS.

SS

~

⇢P = � I .
~
!S ⇥

~

⇢P � 2 I

~
!S ⇥ S

~

⇢P � I

~
!S ⇥ I

~
!S ⇥

~

⇢P + ~
FCP

mP

� ~
FCS

mS

(2.34)

In equation 2.34, the additional Euler term proportional to the angular acceleration
I .
~
!S is present. The dot is used to underline the fact that the derivative of the angular
velocity is the same if taken with respect to FI or FS [14]. The relative dynamics
in equation 2.34 can be simplified considering that mP ⌧ mS and that kI

~
!Sk is

very small. The assumption on the angular velocity depends on the bandwidth of
the attitude control system of the spacecraft compared to the speed of the control
system used for the single grains. This assumption will be verified in chapter 5.
Then the dynamic equation can be rewritten as:

SS

~

⇢P = ~
FCP

mP

(2.35)

The centrifugal, Coriolis and Euler term that express the non inertial nature of
the spacecraft body-fixed frame FS are neglected together with the coupling term
introduced by the forces applied to the spacecraft

~
FCS. Equation 2.35 is a double-

integrator system where the specific structure of the equation depends on the nature
of the control actions

~
FCP .
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Chapter 3

Laser interaction and control

The explicit form of equation 2.35 depends on the nature of the actuation considered.
The simplifications adopted due to the large di↵erence in the dynamics allow to
study the interaction with the control force as if the equations were formulated with
respect to a fixed inertial frame. In this chapter, the possibility of controlling the
granular particles with laser pressure is considered. The laser source is assumed fixed
with the inertial frame while the particle is free to move in space. The aim of the
control strategy is to control alignment and position of the particles. A laser-particle
interaction model is analysed and the dynamic response is studied for the in-plane
case. Two di↵erent situations are considered, the single and multiple realignment
towards the laser light direction for particles with one degree of freedom and the
position and alignment control for a particle free to move in the 2D plane.

3.1 Actuator model and assumptions

Photons carry momentum that can be used to control and manipulate microscopic
and mesoscopic particles. This is an estabilished technology in biology through the
use of optical tweezers. Previous research [28, 18, 25] has studied the modeling
and control of micrometric dielectric particles using laser radiation pressure. In
addition, its application to trap multiple mesoscopic particles to shape surfaces that
can behave as optical mirrors [12] has been experimentally achieved. An optical
membrane of noncontacting micrometric particles is created based on the trapping
and binding forces. In this study, Maxwell’s equations are solved and the mutual
interactions between the particles is taken into account to achieve close packing.
The modeling of the interaction with the laser source depends closely on the level
of accuracy needed and the behaviours that are considered. The wavelength of the
laser source �, its spatial distribution around the beam axis, the size and shape of
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the objects to be manipulated play a fundamental role in this choice. It is extremely
di�cult to develop a dynamic formulation for the mutual interactions between the
particles that can be used from the control point of view.

In general, considering a laser source investing a spherical particle, the model adopted
changes as a function of the ratio between wavelength and the dimension of the par-
ticle d

�
[11]. When d

�
� 1 (Regime 1) the interactions phenomena are described

from the ray optics perspective. While when d

�
⌧ 1 (Regime 2) the light’s electric

field imparts an oscillating electric dipole moment on the particle. The dipole is then
attracted to the point of highest intensity gradient. Therefore, on a spherical parti-
cle subjected to a non uniformly distributed laser beam two main forces are present.
A scatter force in the direction of the beam axis and a ’restoring’ or gradient force
lying in a perpendicular plane with respect to the scatter force. Thus, the particle
is controlled by landscaping the intensity of the optical field resulting a spring-like
behaviour in the neighbourhood of optical potential wells. This phenomenon is used
in optical tweezers technology usually using Gaussian beams and a damping medium
such as water.

3.1.1 Ray-tracing model

In this dissertation, it is assumed to work in Regime 1, the particle to be controlled
will be modeled as a micrometric object thus the laser’s wavelength � must be in the
nanometer scale for this model to hold. This is a typical range for commercial diode
pumped solid state sources. Furthermore, the spatial distribution is considered ap-
proximately constant (i.e. flat top distribution or quasi-uniform illumination) and
the source’s diameter much greater than the characteristic dimension of the par-
ticle. As a consequence, in this condition, it is the specific shape of the particle
that determines its dynamic response to the incident light field. A stable rotational
equilibrium with light-source facing orientation can be obtained with specific engi-
neered shaping of the particle. These characteristics have been studied to eventually
control orientation of solar sails [2]. It has been shown that an hemispherical object
with a reflective coating will experience a restoring torque towards the light direc-
tion [2]. A ray-tracer model can be used to approximately calculate the light-matter
interaction [3]. The light beam is divided in a set of rays and the contribution to
the momentum transfer is calculated for each ray. A certain number of reflections
is considered. All the rays contributions are then summed and the resulting force is
computed. A uniform laser beam exert forces and torques similar to aerodynamic
interactions in airfoils [3, 18]. Following this analogy, the radiation pressure is inte-
grated over the surface to obtain an overall force applied to an equivalent center of
pressure. The o↵set between this point and the center of mass of the hemispheric
particle generates an optical torque. The fundamental di↵erence between the optical
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tweezers is that the forces other than the scatter one are due to the specific shape
of the object and not to the spatial distribution of the light field.

Figure 3.1: Resultant forces using the ray-tracing model, reproduced from [2]

Considering a hemispherical particle, the interaction can be described decomposing
the generalized force in three main contributions. A scatter force in the direction of
the propagating light. An optical lift force in a direction transverse to the previous
one. Finally, an optical torque perpendicular both to the scatter and lift forces. The
entity of these forces depends on the angle of attack (↵ in Figure 3.1) that is the
angle formed by the light direction with the normal vector to the flat surface. It
is straightforward to notice that, due to symmetry, the laser light on axisymmetric
objects determines in-plane translation and rotation on a plane perpendicular to
the direction of the optical torque. Therefore, in the following, the problem will be
modeled as two dimensional. It is possible to define equivalent e�ciency coe�cients
Qi that quantifies the ’distance’ in terms of fraction of light reflected with respect
to a perfect mirror with normal incidence. The intensity of force and torque acting
on the particle as a function of the angle of attack can be written in terms of these
dimensionless e�ciency coe�cients. The angle of attack is here denoted by �.

T =
⇡r

3

c
Qt(�)Ilaser Fd =

⇡r
2

c
Qd(�)Ilaser Fl =

⇡r
2

c
Ql(�)Ilaser (3.1)

The e�ciency coe�cients in equation 3.1 are obtained normalizing the force or torque
by the speed of light c, the light intensity I and a characteristic dimension r (in this
case the radius of the hemisphere). The values for a refractive hemisphere with
mirrored flat surface are numerically obtained in [3]. The torque and lift coe�cients
are odd function of the angle of attack, while the drag one is even. For this reason,
only the range between 0 and 180 degrees is plotted below.
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Figure 3.3: Drag E�ciency Coe�cient
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Figure 3.4: Lift E�ciency Coe�cient

3.1.2 Actuators layout and particle properties

The modeling layout described above is used to derive control laws for the particles
that compose the aperture of the Granular Imager. The quantitative knowledge of
the e�ciency coe�cients allows to describe the laser-particle interaction so that a
dynamic model useful from the control point of view can be analysed. The object
to be manipulated is modeled as a micrometric glass hemisphere with properties
shown in table 5.5. The light source is fixed with the spacecraft body-fixed frame
FS and the light beam is oriented along the x-axis, due to the assumptions made
in the previous sections this frame will be considered inertially fixed for the rest
of the chapter. In the DSENDSEdu simulation in chapter 5 the coupling e↵ects
will be studied and the validity of this assumption proven. The body frame of the
hemisphere is oriented along the principal axis of inertia with the x-axis oriented as
the normal vector to the flat surface. As a consequence, the matrix describing the
components of the inertia tensor resolved in this frame does not present diagonal
terms and due to symmetry Jy = Jz.
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Symbol Property Value Units

r radius 2.5 · 10�6
m

⇢ density 1060 Kg

m3

m mass 3.47 · 10�14 Kg

Jx inertia component 8.67 · 10�26 Kg ·m2

Jz inertia component 5.62 · 10�26 Kg ·m2

Table 3.1: Particle physical properties

The control problem for a single particle has been studied in [18, 28], in their dis-
sertations PID control laws for orientation and position control along one axis have
been successfully applied. In the following part instead, nonlinear control strategies
will be derived for particle realignment and full position control with di↵erent lay-
out of the sources. Compared with the previous techniques, this architecture allows
to take explicitly into account the intrinsic nonlinearity of the system and achieve
better performance with orders of magnitude less intensity values.

3.2 Hemisphere 1DOF rotational model

In this section, the in-plane rotational dynamics of the particle subjected to radia-
tion pressure is analysed. Figure 3.2 shows a sketch of the one dimensional model.
Considering the angle of attack � as the generalized angular coordinate to formu-
late the equation of motion, it is straightforward to notice that the nonlinearity is
introduced by the e�ciency coe�cient Qt(�).

Figure 3.5: System schematics
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The rotational equation of motion is simply:

Jz�̈ = T (3.2)

Where T is the optical torque described in the previous section and Jz the inertia
component along the z-axis. Equation 3.2 can be rewritten by expanding the torque
T as:

Jz�̈ =
⇡r

3

c
Qt(�)Ilight (3.3)

Considering Ilight as a non-negative constant input Iref , the equilibrium points of
the system are given by the roots of the torque coe�cient function Qt(�).

3.2.1 Structure and stability

The stability of the equilibrium points of the system when forced with constant
light intensity can be studied using Lyapunov’s indirect method. Equation 3.3 is
rewritten in state space as:

.
x =


Iref KtQt(�)

�̇

�
= f(x) (3.4)

WhereKt =
⇡r

3

cJz
and the state vector x =


�̇

�

�
. The equilibrium points are computed

from the roots of the nonlinear algebraic equation:

f(x0) = 0 (3.5)

The linearization around the equilibrium points is obtained as:

�x =


�̇� �̇eq

�� �eq

�
�
.
x =

@f(x)

@x

���
x=xeq

�x (3.6)

The stability of the linearized system depends on the real part of the eigenvalues of
the state-matrix:

@f(x)

@x

���
x=xeq

=

"
0 Iref Kt

@Qt(�)
@�

���
�=�eq

1 0

#
�1,2 = ±

s

Iref Kt

@Qt(�)

@�

���
�=�eq

(3.7)

Thus the stability condition for the linearized system is:

Re[�1,2] 6 0 () @Qt(�)

@�

���
�=�eq

6 0 (3.8)
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If condition in equation 3.8 is verified the eigenvalues can only lay on the imaginary
axis, the system is stable but not in an asymptotic sense, this is due to the absence
of a damping term in the dynamic equation. The linearized system is a stable simple
harmonic oscillator but nothing can be concluded on the stability of the nonlinear
system according to Lyapunov’s theorem due to the fact that the linearized system is
not asymptotically stable. The frequency of the oscillation of the linearized system
around the zero equilibrium depends on the properties of the particle and on the
reference intensity Iref .
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Figure 3.6: Linearized system natural frequency

The nonlinear system is numerically integrated and its behaviour is compared to
its linear stable approximation in the neighbourhood of the equilibrium point. The
nonlinear equation of motion is solved in a Python script, the integrator used is
the Scipy LSODA that provides automatic sti↵ness detection and switching. The
initial angular position is at 10 [deg] with zero angular velocity. The laser intensity is
106[ W

m2 ]. As expected the natural frequency is !0 ⇡ 600[ rad
s
]. The dynamic responses

are similar thus the linearized system can be considered a good approximation and
the origin a locally stable equilibrium point.
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3.3 Control strategies for the 1DOF model

The equation of motion 3.9 can be reformulated considering the light intensity as a
non-negative control input u = Ilight:

.
x =


uKtQt(�)

�̇

�
= f(x, u) (3.9)

The aim of the control strategy is to realign and orient the particle around the zero
equilibrium. It is easy to show that is not possible to use a linear approximation of
the system around this point and use LTI theory to synthesize a control law. This
is because linearizing in the state and control around the origin the contribution of
the variation of the control vanishes.

�
.
x =

@f(x, u)

@x

���
x=0,u=Iref

�x+
@f(x, u)

@u

���
x=0,u=Iref

�u (3.10)

@f(x, u)

@u

���
x=0,u=Iref

=

"
IrefKt

J�
Qt(�)

���
�=0

0

#
=


0
0

�
(3.11)

This is typical of nonlinear a�ne systems where the state dependent modulating
input function is null at the equilibrium and thus the system is not controllable
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in that point. Physically, no optical torque is exerted when the angle of attack is
null. The possibility of using feedback linearization is studied in the next section and
after some considerations a more robust geometrical control approach is implemented
based on a bilinear approximation of the system.

3.3.1 Feedback linearization

Due to the shape of the system, assuming that the state is completely known an
algebraic transformation on the control input can be performed:

v = uKtQt(�) (3.12)

Thus the system becomes:
�̈ = v (3.13)

Equation 3.13 represents the dynamics of a linear double integrator thus a PD control
law can be implemented to impose the desired error dynamics. A feed-forward term
can be added to track the acceleration dynamics.

�̈ = v = Kp(�ref � �) +Kd(�̇ref � �̇) + �̈ref (3.14)

The error dynamics is thus:

e := �ref � � ë+Kdė+Kpe = 0 (3.15)

Tuning the parameters Kd,Kp is possible to impose the desired error dynamics,
however it assumed to be arbitrary able to choose the value of v. The actual control
action u is obtained inverting equation 3.12. Nonetheless, this operation is not
always possible. The problem arises at the equilibrium when Qt(0) = 0 and the
system is not controllable, hence an arbitrary dynamics can not be imposed. This
poses theoretical and numerical problem in the implementation of this nonlinear
control technique. In addition, due to the non-negative constraint u > 0 the direction
in which the control torque is applied is completely determined by the sign of Qt(�)
(i.e. there is no control on the sign of the torque applied), constraining the error
dynamics imposed by the transformed control action v. This is why the unstable
equilibrium points can not be stabilized and trajectory tracking can not be achieved.
These limiting factors make this control logic not particularly suitable for this case
although being widely used for controlling nonlinear systems [32].

3.3.2 Time-optimal control

The problems of the previous sections can be overcame considering a bilinear approx-
imation of the system. Using this approximation a geometric time-optimal approach
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will be analysed based on [31]. This strategy takes directly into account the non-
negativity of the control action and the behaviour of the torque coe�cient in the
vicinity of the origin. Furthermore, algebraic transformations or zero divisions are
avoided. The control action is rewritten as a modulating function of a reference laser
intensity (i.e. Ilight(t) = Iref u(t)). The equation of motion in state-space becomes:

x =


�̇

�

�
.
x =


Iref u(t)KtQt(�)

�̇

�
= f(x, u) (3.16)

It is possible to rewrite equation 3.16 to highlight that it is a�ne with respect to
the control input:

.
x = [A]x+ [F (x)]u (3.17)

Where [A] and [F (x)] are:

[A] =


0 0
1 0

�
[F (x)] =


Iref Kt Qt(�)

0

�
(3.18)

The aim of the time-optimal control law is to bring the system to the origin in
minimum time. However, the origin is a not controllable point for which [F (0)] = 0,
this is a problem when facing the optimal control problem with an indirect approach.
The Hamiltonian is:

H(x, u,�) = 1 + �T ([A]x+ [F (x)]u) (3.19)

if T is the minimum time solution of the problem, the optimality condition to be
satisfied is:

H(T ) = 0 (3.20)

This must hold when the state has reached the target condition x(T ) = 0, however
the Hamiltonian evaluated at the origin is:

H(x = 0, u(T ),�(T )) = 1 + �(T )T [F (0)]u(T ) = 1 (3.21)

This is again caused by the non controllability of the system at the origin. As a
consequence, a geometric direct approach will be developed starting from an ap-
proximation of the system in the neighbourhood of the origin.

3.3.3 Geometric control approach

It can be noticed that the torque e�cency plot is approximately linear with the

angle of attack � in the neighbourhood of the origin x0 =


0
0

�
, this has been proven

27



by the previous numerical simulation. As a consequence, a viable approximation for
the the nonlinear system is a state linearization performed as follows:

�
.
x =

@f(x, u)

@x

���
x=x0

�x (3.22)

The partial derivative is:

@f(x)

@x

���
x=0

=

"
0 u IrefKt

@Qt(�)
@�

���
�=0

1 0

#
=


0 �!

2
l
u

1 0

�
(3.23)

Where !l is the natural frequency of the linearized system and depends on the
reference intensity as shown in figure 3.6. The system in equation 3.22 can be
rewritten as a bilinear system:

�
.
x =


0 0
1 0

� 
��̇

��

�
+


0 �!

2
l

0 0

� 
��̇

��

�
u(t) = [A]�x+ [B]�xu (3.24)

In order to make the structure of the bilinear system in equation 3.24 more transpar-
ent, a simple change of variables is performed to simplify the structure of the system
by introducing a normalized time variable: t̃ = t!l [rad]. In this way, using the
chain rule it is possible to rewrite the time derivatives in equation 3.24 and define a
new state vector:

d��(t(t̃))

dt̃
=

��̇

!l

�x̃ =

2

4
d��(t̃)

dt̃

��(t̃)

3

5 (3.25)

Equation 3.25 can be substituted in 3.24 to obtain the dynamics of the new state
vector with respect to the normalized time.

d�x̃

dt̃
=


0 0
1 0

�2

4
d��

dt̃

��

3

5+


0 �1
0 0

�2

4
d��

dt̃

��

3

5 ũ(t̃) = [A]�x̃+ [B̃]�x̃ũ (3.26)

The normalized time is measured in radiants therefore the normalized angular ve-
locity is dimensionless. The control action is derived as a function of the normalized
state using a geometrical switching approach [31]. Two regions of the state-space
are defined in which the control switches between 0 and 1. A control law designed
in such a way takes directly into account the non-negative input constraint at which
the control input is subjected. The bilinear system in 3.26 can be decomposed in
two subsets as a function of the state of the control (i.e. u = {0, 1}).

�
.
x = [A]�x =


0 0
1 0

� 
��̇

��

�
if u = 0 (3.27)
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�
.
x = [(A+B)]�x =


0 �!

2
l

1 0

� 
��̇

��

�
if u = 1 (3.28)

The normalization is useful because in this way, the control logic, as a function of the
normalized time, is independent of the frequency !l of the system. It will be shown
that !l is the main parameter to increase the speed of convergence to the origin of
the state-space and can be increased by increasing the input light (i.e. changing the
reference intensity Iref ). The control action makes the overall system discontinous,
this fact poses numerical di�culties in the integration of the dynamics. Therefore,
zero-crossing detection algorithms for switching systems are implemented in the
Python code for the correct integration of the dynamic equations and the accurate
computation of the switching instants between the two subsystems.

The subsystem in equation 3.28 behaves as a simple harmonic oscillator, as a con-
sequence it follows circular trajectories in the phase-plane. The circular trajectories
are followed at constant unitary angular velocity. On the other hand, the subsystem
in equation 3.27 is a simple double-integrator without forcing term, hence it follows
horizontal straight lines with direction given by the sign of the ordinate (i.e. the
normalized velocity d��

dt̃
). The control logic modifies the control input u = {0, 1} as

a function of the state of the system so as to reduce the distance from the origin of
the state-space (i.e. phase-plane). The control law drives the state in equation 3.26
to the origin of the state-space switching between the two systems in order to reduce
the distance from the origin at each cycle. The logic is geometrical in the sense that
it defines the switching regions in the state-space based on the trajectories followed
by the two subsystems. It builds subsequently segments of circular arcs (u = 1) and
straight constant velocity lines (u = 0) in an appropriate way.
In order to simplify notation, in the state vector in 3.26 the delta sign is dropped

and the variables are renamed: �x̃ =

2

4
d��

dt̃

��

3

5 ! x̃ =


x̃1

x̃2

�
.

The control law is designed in order to reduce the norm of the state vector x̃ at each
cycle.
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Figure 3.8: Switching Control Law

u(t̃) =

(
u = 1 for �x̃

2
2 + x̃1x̃2 > 0

u = 0 else
(3.29)

In figure 3.8 the switching control regions defined in 3.29 are plotted in the phase
plane. The switching lines are straight lines corresponding to the vertical axis and
a straight line with equation x̃1 = ��x̃2. The control state is set to 1 in the green
region while it is set to 0 in the red region. In the green region the system follows a
circular clock-wise trajectory with unitary angular velocity, while in the red one the
normalized velocity x̃1 is constant and the normalized position x̃2 varies at constant
rate, being the system in the double-integrator region. A chattering problem occurs
in the vicinity of the origin due to the fast switching, therefore a tolerance must be
defined. A parameter � is introduced and together with the parameter � it defines
an accepted tolerance radius in which the norm of x̃ is confined:

u(t̃) =

(
u = 1 for �x̃

2
2 + x̃1x̃2 + � > 0

u = 0 else
(3.30)
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Figure 3.9: Modified Switching Control Law

In figure 3.9 the � parameter is set to 10�4 while � is 0.2482. The values of � and
� are fundamental parameters in the tuning of the control system given a certain
reference input light Iref . In particular, the value of � is chosen to minimize the time
of convergence to the origin [31]. In this sense the above control law is time-optimal.
The tolerance confinement radius (i.e. the minimum distance between the origin
and the dotted curve) can be computed analytically with a simple minimization
problem. Considering the curve equation in 3.30 as a constraint the radius of the
circle is calculated by finding the point lying on the curve that has minimum distance

from the origin. The confinement radius is r =

r
2�2

q
�+1
�

+ 2��. In figure 3.9 the

green and red regions are plotted together with the confinement radius r. Even
if the switching curves tend asymptotically to two straight lines, in the vicinity
of the origin the switching angles change slightly. Furthermore, the tuning of the
confinement radius allows to reach an arbitrary distance from the origin depending
on the performance specifications.

3.3.4 Kinematic properties of the phase-plane

The controlled switched system described in equations 3.27 and 3.28 shows an inter-
esting kinematic property in the phase-plane. Independently of the initial conditions,
the ”angular” velocity at which the circular arcs of trajectory are followed in the
green region is the same. Furthermore, the linear velocity in the red regions is indeed
di↵erent but it is proportional to the distance to be covered. As a consequence, if the
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initial state lays on the positive abscissa axis (i.e. the initial condition has zero nor-
malized velocity and any initial position) the normalized switching times at which
the control law changes between 0 and 1 can be calculated analytically as a function
of the normalized time independently on the initial position. Therefore,for a given
set of control parameters, theoretically, the time-optimal control law can be calcu-
lated as a feed-forward law and does not depend anymore on the state but only on
the normalized time. After a complete cycle, the system intercepts the abscissa axis
with a reduced angular position and zero normalized velocity, the same reasoning as
for the first cycle can be repeated showing that the control law is periodic.

Figure 3.10: Controlled System Trajectory

In figure 3.10 the controlled state trajectory of the system is plotted with initial

conditions x̃ =


0
R0

�
with R0 = 0.2 [rad]. The confinement radius is neglected

and the switching lines in equation 3.29 are considered. Only a complete cycle is
plotted due to the periodic nature of the switching times imposed by the control
action. The following analytical derivation is valid for every cycle independent of
the initial x̃2. The time unit is the normalized time defined in the previous section
and it is measured in radiants. The angular velocity in the green regions is unitary,
as a consequence it is easy to compute the time needed from the initial condition
to reach each switching line. Note that the angle formed by the first switching line

32



with the abscissa axis is ↵ = atan(�). Five time intervals need to be derived:

8
>>>>>><

>>>>>>:

�T̃1 P0 ! P1

�T̃2 P1 ! P2

�T̃3 P2 ! P3

�T̃4 P3 ! P4

�T̃5 P4 ! P5

(3.31)

It is easy to see that �T̃1 = ↵ [rad]. To compute �T̃2, with basic geometrical
considerations, the normalized absolute value of the velocity at P1 can be calculated
as R0 sin(↵), furthermore the distance D(P1 ! P2) is R0 cos(↵). In the section
between P1 and P2 the velocity is constant, as a consequence:

�T̃2 =
D(P1 ! P2)

VP1!P2

=
R0 cos(↵)

R0 sin(↵)
= cot(↵)[rad] (3.32)

�T̃3 is simply ⇡

2 + ↵ and �T̃5 is ⇡

2 . To calculate �T̃4 the same reasoning as in 3.32
can be done:

VP3!P4 = R0 sin(↵)
2

D(P3 ! P4) = R0 sin(↵)cos(↵) (3.33)

�T̃4 =
D(P3 ! P4)

VP3!P4

=
R0 cos(↵)sin(↵)

R0 sin(↵)2
= cot(↵) (3.34)

The switching control law as a function of the normalized time is in fact a function
of ↵(�):

u(t̃) =

8
>>>>>><

>>>>>>:

u = 1 for t̃ 2 [0,↵]

u = 0 for t̃ 2 [↵,↵ + cot(↵)]

u = 1 for t̃ 2 [↵ + cot(↵), 2↵ + cot(↵) + ⇡

2 ]

u = 0 for t̃ 2 [2↵ + cot(↵) + ⇡

2 , 2↵ + 2cot(↵) + ⇡

2 ]

u = 1 for t̃ 2 [2↵ + 2cot(↵) + ⇡

2 , 2↵ + 2cot(↵) + ⇡]

(3.35)

Equation 3.35 represents the switching control law for each cycle that drives the
system to the origin. The normalized cycle time is T̃cycle = 2(↵+ cot(↵)) + ⇡ [rad]
Note that the normalized cycle time is expressed in radiants due to the normalization
with respect to !l. Assuming fixed the physical properties of the particle, !l depends
on the reference laser intensity used by the control input as shown in figure 3.6.
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Figure 3.11: Theoretical Control Action - Python

The switching control action in figure 3.11 is independent of the specific initial angu-
lar position and thus, after a proper rescaling with the linearized natural frequency
!l, can be thought as a feed-forward time-optimal control law. A possible imple-
mentation of this open loop algorithm is studied in the next sections. Indeed, this
algorithm requires numerically precise switching instants to avoid instability and
therefore lacks robustness.

3.3.5 Numerical controlled response simulations

Bilinear system

The switching control law discussed in the previous section is now simulated on
the bilinear approximation of the system. Two reference intensities are considered.
The normalized switching times are rescaled accordingly. In this simulation, the
control action is computed in closed-loop. Both the simulations start with zero
initial angular velocity and 10 [deg] angular displacement.
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Figure 3.12: Bilinear System Controlled - Varying reference Intensity - Python

The time needed for a complete cycle is Tcycle = T̃cycle

!l

[s], this explains why the

control law with reference intensity Iref,1 = 107 [ W
m2 ] and angular frequency !l,1 ⇡

2000 [ rad
s
] is faster than the one with Iref,2 = 106 [ W

m2 ] and !l,2 ⇡ 600[ rad
s
]. It is

interesting to notice that they both present the same undershoot value. The faster
response is simply a rescaling of the other one obtained by multiplying the time axis
by !l,2

!l,1
. This fact is evident if the two responses are compared in the normalized

phase-plane 3.13. The velocity at which each system follows the trajectory varies as
a function of the frequency (i.e. the reference intensity) but the support of the curve
is always the same. This indeed holds when the angular velocity (i.e. the ordinate on
the phase-plane) is normalized by the frequency. The periodic nature of the control
action is evident from the control history plotted in 3.14. The time is normalized by
the frequency and hence it can be noticed that the normalized switching times are
periodic and identical for the two responses. This proves that the control law has
the same structure independent of the frequency considered.
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Figure 3.13: Bilinear System Controlled - Phase Plane - Python
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Figure 3.14: Bilinear System Controlled - Control Switch - Python
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Nonlinear system

The control strategy is simulated on the fully nonlinear system and its response
is compared to its bilinear approximation. It seems reasonable to assume a linear
torque coe�cient in a range � 2 [�30�, 30�]. The control is again computed in
closed-loop as a feedback law. The reference intensity used is Iref = 106 W

m2 and the
initial angular position is 30 [deg]. The angular time histories of the two systems
match almost exactly as seen in 3.15, however the control actions di↵er in 3.16.
This shows that the bilinear behaviour approximately holds for three cycles then
the nonlinearities shift the switching times. A slight change in the frequency at
which the nonlinear system follows the phase-plane is due to the deviation from
the linear behaviour of the torque e�ciency coe�cient as a function of the angular
position. This problem will be analysed in detail in the next section.
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Figure 3.15: Non Linear vs Bilinear controlled response comparison
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Figure 3.16: Non Linear vs Bilinear Phase Plane
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Figure 3.17: Non Linear vs Bilinear Control Law
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3.3.6 Simultaneous single-input global control

Figure 3.18: Multiple particles schematics

The useful properties of the control law derived for the bilinear system can be ex-
ploited to simultaneously control multiple identical systems. The layout is the fol-
lowing. A single source is the global input for multiple identical hemispheres. It is
assumed that the initial velocity is zero for each elemental system and the initial
angular positions are distributed around a 30 degrees range in the neighbourhood
of � = 0 [deg] . The complete system is not controllable in the classical sense. The
global nature of the control action a↵ects each subsystem di↵erently as function
of each angle of attack (i.e. �i). It is not possible to drive each angular posi-
tion to a di↵erent target but in this specific condition a single switched control
law of the kind developed before could theoretically drive all the di↵erent angles
to zero simultaneously. This is possible thanks to the constant angular velocity at
which each trajectory in the phase-plane is followed. Independently of the initial
angular positions, the switching instants are the same. Therefore, an open-loop
control action could drive all the substates to the origin simultaneously. An e�-
cient numerical integration algorithm is needed to carefully compute the switching
time instants and integrate each discontinous subsystem accordingly. If the switch-
ing times are not exactly synchronized some subsystems could numerically diverge.
The assimulo [4] Python library is used to implement an event-handler to integrate
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precisely the equation of motion of the system. A system composed of N = 100
identical bilinear systems is simulated in the figures below. Each subsystem is sub-
jected to the same open-loop control action plotted in figure 3.21. The reference
intensity is Iref = 106 W

m2 and therefore the normalized control action is rescaled by
!l ⇡ 600 [ rad

s
]. All the subsystems are driven to the origin simultaneously using the

same global control action.
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Figure 3.19: N=100 identical bilinear systems simultaneous control time history
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Figure 3.20: N=100 phase plane
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Figure 3.21: Open loop global control action
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Nonlinear system

The open-loop control law works for the bilinear approximation of the system but
for this approach to hold also in the fully nonlinear case, the ’natural’ frequencies
must be independent of the initial conditions. From the figure below, it is evident
that there is a frequency shift that is dependent on the initial conditions.
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Figure 3.22: Detailed behaviour of the torque e�ciency coe�cient
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Figure 3.23: Constant input response with di↵erent intitial conditions

Figure 3.22 shows the deviation from the linear behaviour when the angle of attack is
above 10 [deg]. This is not a problem when there is only one particle to be controlled
as shown in the previous section. The feedback nature of the control law is able to
compensate this deviation and the responses were almost identical for the nonlinear
system and its bilinear approximation. However, the inherent lack of robustness of
an open-loop strategy does not allow to apply these technique for the realignment
of multiple particles simultaneously. A solution is to keep track of the mean state of
the system and to compute a global control action based on it until a certain time
threshold. The responses start to di↵er significantly after a fraction of the control
cycle. At this point the control input is set to one. In this way, it is possible to
confine the angular positions around a certain range of angles in which they continue
to oscillate. This problem is solved in the DSENDSEdu simulation in chapter 5 by
adding a damping medium. In the presence of rotational damping, all the particles
angular positions will converge asymptotically to the origin.
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Figure 3.24: Controlled response of the nonlinear system with mean feedback
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3.4 Hemisphere 3DOF model

The model developed in the previous section can be expanded removing the pin
constraint. In so doing, the linear momentum transfer must be taken into account
together with the angular one. A possible layout consists of four perpendicular
actuators. It will be shown that the system is point-wise fully controllable and thus
nonlinear control strategies can be implemented.

Figure 3.25: System schematics

ai is the light intensity of the i-th source, m the mass of the particle and Jz the
inertia along z-axis. The laser sources are considered fixed to an inertial frame (i.e.
the same assumption used for the 1DOF model). The versors defining the light
direction for each source lie in the same plane. Hence, drag and lift force vectors
generated by each actuator do not have out of plane components, while the torque
vectors are all parallel and perpendicular to it. Therefore, a 2D model in which the
particle has three degrees of freedom can be derived.

Translational Dynamics

The equation of motion are obtained in coordinate-free form and then projected
along the inertial frame. Using Newton’s second law the equation of motion is:

m
II

~
r =

~
F1 +

~
F2 +

~
F3 +

~
F4 (3.36)

Where
~
Fi =

~
Fdi+

~
Fli contains the e↵ects due to drag and lift exerted by the i-source.

Defining
~
âi the fixed versor describing the direction of the i-th laser source and

~
âi?

45



as its perpendicular, obtained rotating
~
âi counter-clockwise, the force contribution

of each laser source can be written as:

~
Fi =

~
Fdi +

~
Fli =

⇡r
2

c
ai(Qdi(�i)

~
âi +Qli(�i)

~
âi?) (3.37)

Where �i is the angle formed by
~
âi and the normal vector to the flat hemisphere sur-

face measured counter-clockwise from
~
âi. The vectors defined above in coordinate-

free form can be projected in the inertial reference frame:

8
>>>>>><

>>>>>>:

II

~
r = ẍ

~
x̂+ ÿ

~

ŷ

~
â1 =

~

ŷ

~
â2 =

~
x̂

~
â3 =

~

ŷ

~
â4 =

~
x̂

(3.38)

Equation 3.37 can be substituted in 3.36, then using 3.38 equation 3.36 can be split
in two second order di↵erential scalar equations.


mẍ

mÿ

�
=

⇡r
2

c


�Ql(�1)a1 �Qd(�2)a2 +Ql(�3)a3 +Qd(�4)a4
Qd(�1)a1 �Ql(�2)a2 �Qd(�3)a3 +Ql(�4)a4

�
(3.39)

Rotational Dynamics

Defining � as the angle formed by the abscissa axis of the inertial frame with the
normal vector of the hemisphere measured counter-clockwise from the x-axis, and
considering it as the rotational degree of freedom, the 2D rotational dynamics can
be written as:

Jz�̈ =
⇡r

3

c
(Qt(�1)a1 +Qt(�2)a2 +Qt(�3)a3 +Qt(�4)a4) (3.40)

The functions Qdi,Qli and Qti are the same for each laser source, however the angle
of attack at which they are evaluated changes. �i is the relative angle of attack
for each laser source and can be expressed as a function of the rotational degree of
freedom � defined above:

2

664

�1

�2

�3

�4

3

775 =

2

664

3⇡
2 + �

⇡ + �
⇡

2 + �

�

3

775 (3.41)
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3.4.1 State-space formulation

The equations 3.39 and 3.40 are coupled by the inputs and by the angle of attack
�. The equations can be grouped and the system rewritten in state-space:

x =

2

6666664

ẋ

ẏ

�̇

x

y

�

3

7777775
u =

2

664

a1

a2

a3

a4

3

775
.
x = [A]x+ [B(x)]u (3.42)

Where x is the state vector and u the control input vector. Matrices [A] and [B]
are:

[A] =


[0]3⇥3 [0]3⇥3

[I]3⇥3 [0]3⇥3

�
[B] =


[B̂(x)]
[0]3⇥4

�
(3.43)

Where [B̂(x)] is:

[B̂(x)] =
⇡r

2

c

2

66664

� 1
m
Ql(�1) � 1

m
Qd(�2)

1
m
Ql(�3)

1
m
Qd(�4)

1
m
Qd(�1) � 1

m
Ql(�2) � 1

m
Qd(�3) + 1

m
Ql(�4)

r

Jz
Qt(�1)

r

Jz
Qt(�2)

r

Jz
Qt(�3)

r

Jz
Qt(�4)

3

77775
(3.44)

The structure of equation 3.42 is a set of three nonlinear double-integrators where
the coupling is introduced by the state-dependent input matrix. Matrix [B̂(x)]
determines how the light sources a↵ect the translational and rotational dynamics,
the elements of [B̂(x)] are the force coe�cients functions defined above and they
all depend on the state � (i.e. the way the inputs a↵ects the states depends on the
relative angle of attack �i). Considering the relation in equation 3.41 and grouping
each contribution, equation 3.44 can be rewritten as:

[B̂(x)] = [B̂(�)] =

2

66664

fx1(�) fx2(�) fx3(�) fx4(�)

fy1(�) fy2(�) fy3(�) fy4(�)

ft1(�) ft2(�) ft3(�) ft4(�)

3

77775
(3.45)

3.5 Control strategies for the 3DOF model

The aim of this section is to develop a control strategy that is able to bring the
state-vector in equation 3.42 from any initial condition to the origin of the state-
space. The class of nonlinear models with the structure of equation 3.42 is called
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state-dependent models and their structural similarity with linear state-space models
suggests a state-dependent Riccati equations (SDRE) control approach. [9, 32].

3.5.1 State-dependent Riccati equation approach

A general a�ne nonlinear system
.
x = f(x) + g(x)u can be transformed into a non

unique state-dependent coe�cient parametrization
.
x = [A(x)]x+[B(x)]u that mim-

ics a linear state-space structure. The system in 3.42 has already a state-dependent
coe�cient structure therefore all the problems posed by the non uniqueness of the
parametrization are not present. For this nonlinear system, a control law is sought
that, while driving the system states to the origin from any point in the state-space,
minimizes the infinite horizon cost functional:

J =
1

2

Z 1

0

xT [Q]x+ uT [R]u dt (3.46)

The exact nonlinear infinite-horizon optimal control problem solution can be ob-
tained solving the Hamilton-Jacobi-Bellman partial di↵erential equation that pro-
vides a necessary and su�cient condition for optimality. The Hamiltonian for this
problem is:

H(x,u,
@V

@x
) =

1

2
xT [Q]x+

1

2
uT [R]u+

@V

@x
([A]x+ [B(x)]u) (3.47)

Where V = V (x) is the value function of Dynamic Programming theory. The HJB
equation can be derived from the DP principle as:

@V

@t
+ inf

u2U
H(x,u,

@V

@x
) = 0 (3.48)

The nonlinear system is time invariant, a candidate value function is V (x) =
1
2x

T [P (x)]x that is not explicitly time dependent. The optimal feedback control
action that satisfies the HJB condition on the Hamiltonian can be obtained by sub-
stituting the candidate value function and then zeroing the first variation of the
Hamiltonian with respect to the control input:

@H

@u
= 0 ! u = �[R]�1[B(x)]T [P (x)]x (3.49)

Therefore HJB condition reduces to:

1

2
xT ([P (x)][A] + [A]T [P (x)]� [P (x)][B(x)][R]�1[B(x)]T [P (x)] + [Q])x = 0 (3.50)
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Where 3.50 is obtained substituting the optimal feedback control action 3.49 in equa-
tion 3.48. In the linear case, the algebraic Riccati equation is obtained directly from
3.50 but since [B(x)] is a matrix valued function of x the quantity inside the paren-
thesis in 3.50 can not be set to zero. The state-dependent Riccati equation (SDRE)
approach provides an approximation to the HJB equation and yields in general a
suboptimal feedback control law for the infinite-horizon optimization problem. The
SDRE algorithm consists of finding the symmetric positive-definite solution [P (x)]
to the Riccati state-dependent algebraic matrix equation:

[P (x)][A] + [A]T [P (x)]� [P (x)][B(x)][R]�1[B(x)]T [P (x)] + [Q] = 0 (3.51)

At each instant, the method treats the state-dependent coe�cients matrices as being
constant, and computes a control action by solving an LQ optimal control problem.
The resulting controller relies to the existence of a pointwise solution of equation
3.51. In this case the state-dependent input matrix is only a function of the angle
of attack therefore the existence of solutions can be checked numerically solving the
equation for � 2 [0, 2⇡]. For a general input-a�ne system that has been factorized
in state-dependent coe�cient form, depending on the choice of [A(x)] only local
asymptotic stability and local optimality can be proven for the closed-loop system.
However, it is possible to show [9] that global asymptotic stability is recoverable
if the closed-loop coe�cient matrix is symmetric and the pair {[A(x)], B(x)} is
controllable for every x in the state-space. In LQR control theory, the existence of
solution to the optimal feedback controller is determined by the controllability of
the system, by the positive definiteness of the control weight matrix [R] and by the
semi-positive definiteness of matrix [Q]. The concept of point-wise controllability
[9, 13, 22] extends the linear controllability concept to state-dependent models with
the following theorem.

Theorem 1 [A(x)] is a controllable parametrization of the nonlinear system if
{[A(x)], [B(x)]} is a controllable pair for all x 2 Rn.

This condition is easy to verify for the system in 3.42, [A] is a constant matrix while
[B(x)] = [B(�)]. � is an angular quantity, thus it needs only to be evaluated in the
range [0, 2⇡]. The condition expressed in theorem 1 can be reformulated as:

(
K(�) = [B(�)AB(�)A2

B(�)A3
B(�)A4

B(�)A5
B(�)]

rank(K(�)) = 6 8 � 2 [0, 2⇡]
(3.52)

The point-wise controllability is evaluated for each angle � with the Kalman rank
condition. It turns out that this condition is verified for every angle � for the system
in 3.42, thus the system is point-wise fully controllable and a solution to the state-
dependent Riccati equation in 3.51 exists anywhere in the state-space. To prove the
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global asymptotic stability, the following theorem introduces a symmetry condition
on the closed loop matrix.

Theorem 2 If the closed-loop coe�cient matrix [A(x)cl] is symmetric for all x 2
Rn, then if the pair {[A(x)], [B(x)]} is point-wise controllable, the closed-loop solu-
tion is globally asymptotically stable.

The closed-loop state-dependent matrix is:

[A(�)cl] = [A]� [R]�1[B(�)]T [P (�)] (3.53)

Where [P (�)] is the solution of:

[P (�)][A] + [A]T [P (�)]� [P (�)][B(�)][R]�1[B(�)]T [P (�)] + [Q] = 0 (3.54)

Its existence is proven by the previous controllability result. In this case [A(�)cl]
is symmetric for every angle � as a consequence the controlled system is globally
asymptotically stable and thus it is possible to regulate the states to the origin
regardless of the initial conditions.

SDR simulation

A Python model of the system in 3.42 is implemented together with a SDR controller.
The SDR controller solves equation 3.54 at each time step and compute the control
inputs using equation 3.49. The control inputs correspond to the intensity of the four
laser sources ai. The parameters that determine the performance of the controller
are the weighting matrices Q and R. After normalizing the weights in Q due to
the di↵erent units of the state-vector, the weights are tuned with a trial and error
procedure.
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Figure 3.26: Controlled Position and Orientation
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Figure 3.27: Control Actions

In figure 3.26 the convergence to the origin of the state-space is shown for the last
three states (i.e. x,y and �), obviously their derivatives go to zero as well. The initial
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conditions are set at 10µm in each direction and a rotation of 30 [deg]. However,
looking at figure 3.27, negative unphysical control actions are theoretically required.
The control inputs are constrained to be non negative and if they are saturated
and forced to be positive the controller is no more able to drive the system to the
origin. A method to take explicitly into account this constraint is the Constrained
state-dependent Riccati equation that is implemented in the next section.

3.5.2 CD-SDR MPC approach

The CD-SDRE is a way to take into account input constraints directly, in this sense
it is similar to an MPC. The aim is to develop a control strategy for the system in
3.42 such that the control inputs (i.e. the light intensities) are nonnegative. This
approach uses equations of motion in discrete fashion and the MPC framework to
derive an optimization problem that can be solved using quadratic programming.
Following the MPC idea the quadratic cost function is of the form:

J(x(0),U ) =
1

2

NhX

k=0

xT

k
[Q]xk + uk[R]uk (3.55)

The horizon in 3.55 is finite and consists of Nh steps thus giving an additional
parameter to tune the controller. Vector U is obtained appending the control se-
quence uk in a single vector and constitutes the optimization variable (i.e. U =
[u0,u1, ... ,uNh�1]). The dynamic constraint is the discretized version of equation
3.42 that is propagated at each step. The discrete matrices are obtained with the
zero-order hold technique from their continuous counterpart. Mimicking the zero
order hold method for linear systems, the linear state-matrix and the non-linear
input matrix in equation 3.42 can be discretized [19]. Considering a small enough
time step �t:

[Ad] = e
[A]�t =

1X

k=0

[A]k�t
k

k!
⇡ I + [A]�t =

2

6666664

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
�t 0 0 1 0 0
0 �t 0 0 1 0
0 0 �t 0 0 1

3

7777775
(3.56)

[Bd] =

Z
t0+�t

t0

e
[A]⌧ [B(x(⌧))]d⌧ ⇡ [B(x(t0))]�t+

1

2
[A][B(x(t0))]�t

2 (3.57)

Equation 3.56 is approximated with a Taylor series up to first order. In 3.57 the
matrix valued function [B] is supposed to be approximately constant in the time
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interval �t. Equation 3.42 can be approximately transformed into the di↵erence
equation:

xk+1 = [Ad]xk + [Bd(xk)]uk (3.58)

The finite horizon discrete optimal control problem is thus:

min
U

J(x(0),U ) (3.59)

subject to xk+1 = [Ad]xk + [Bd(xk)]uk (3.60)

uk,i � 0 (3.61)

The constraint 3.61 specifies that each laser source intensity i must be nonnegative
at each time instant k. It is not trivial to solve the problem above in the current
form, due to the nonlinear state propagation, numerical methods from techniques
such as nonlinear programming should be invoked. A viable approximation is to
use the SDR approach (i.e. the similarities with a linear system) and recast the
optimization problem as a standard linear MPC. In the standard MPC framework,
the optimization is performed at each step and then, after that the first control
action of the sequence is applied (i.e. U (0)), the horizon window is shifted and the
control recomputed. If the time window is reasonably tuned not to be too wide, the
state dynamics can be computed approximating it to a linear one. The resulting
linearized equation is:

xk+1 = [Ad]xk + [Bd(x0)]uk (3.62)

Equation 3.62 is used instead of 3.60 so that the dynamic constraint becomes linear
and the optimization problem is a quadratic problem with linear constraints. The
discrete control input matrix is evaluated at the beginning of each step.

Numerically e�cient techniques exist to solve such problems in Python environment
such as CVXOPT or CVXPY. The lower level solver CVXOPT is preferred due
to ease of implementation in the DSENDSEdu simulator. As done for the SDR
case, a Python simulation is performed to test that the hypothesis previously made
in the linearization hold. The main limitation of this approach is indeed that the
propagation of the state seen by the controller is linear and depends on the state
at the beginning of the optimization horizon (i.e. x0). This problem influences the
choice of the optimal horizon. An horizon too wide will decrease performance due
to its incorrect propagation of the dynamics while an horizon too short will not have
the capacity to predict the response of the system and consequently optimize the
control actions. Two time steps are considered in the integration of the system. A
smaller time steps dt = 10�5 [s] is used for the integration of the dynamics while
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dtc = 10�2 [s] is used inside the controller to discretize the dynamic equations and
propagate them using the MPC logic. The number of time steps that the controller
propagates is set to N = 10.
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Figure 3.28: Controlled Position and Orientation
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Figure 3.29: Control Actions
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The figures above show that with the CD-SDR approach is possible to realign and
reposition the system around the origin of the state space. The theoretical control-
lability result for the SDR does not hold if the control inputs are constrained to be
nonnegative. However, as it is evident from the plots, the system is controllable.
The control actions needed are indeed higher with respect to the unconstrained
problem but still a fraction of the intensity used for the orientation controller alone
(i.e. Iref = 106 W

m2 ). The time of convergence to the origin is still in the same order
of magnitude.

The e↵ect of changing the control horizon is analysed in the figures below. It is
evident that the optimal selection must be a trade o↵ between a su�cient horizon
of propagation and an accurate description of the dynamics.
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Figure 3.30: Horizon Selection

The time history of the angle of attack is simulated for three di↵erent horizons. For
N = 5 the horizon is too short and the system starts oscillating at a relatively high
frequency. The controller is not able to stably drive the angle to the zero value. For
N = 30 the horizon is too long and the propagated dynamics is not accurate as a
consequence the controller is slower in reaching the target. A trade-o↵ between these
two is the N = 10 steps horizon where the controller achieves good performance.
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3.6 Controllability for multiple hemispheres

Figure 3.31: System schematics with two hemispheres

In this section, the controllability of a new system composed by multiple identical
hemispheres is studied. This is motivated by the fact that in the GI arrangement
the laser sources will act as global control actions with the aim of confining and
controlling multiple subsystems at the same time. This objective is challenging and
it is not trivial to understand if it is achievable even in theory. The point-wise
controllability tool can be used to assess the controllability of the system. The same
arrangement with four sources is considered. The overall system state space model
is obtained stacking the states of the subsystems. The laser sources on the four
sides are the global inputs. The state and and its derivative for each element are
expressed as:

xi =

2

6666664

ẋi

ẏi

�̇

xi

yi

�i

3

7777775
u =

2

664

a1

a2

a3

a4

3

775
.
xi = [A]ixi + [B(xi)]iu (3.63)

The overall state and its time evolution is obtained stacking together the states of
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the elemental systems.

z =

2

664

x0

x1

...

xn

3

775
.
z = [A]zz + [B]z(z)u (3.64)

Where the state and input matrices are:

[A]z =

2

664

[A]1 0 ... 0
0 [A]2 ... 0
... ... ... ...

0 0 ... [A]n

3

775 [B(z)]z =

2

664

[B(x1)]1
[B(x2)]2

...

[B(xn)]n

3

775 (3.65)

Mutual interactions between the subelements are not considered as a consequence
the state matrix is block diagonal. The coupling originates from the global control
actions but each subsystem is a↵ected di↵erently due to the state dependency of the
input matrix. The theorem on point-wise controllability can be used to study the
controllability of the overall system. The input matrix dependency on the state can
be reduced as:

[B(z)]z =

2

664

[B(�1)]1
[B(�2)]2

...

[B(�n)]n

3

775 (3.66)

For the sake of simplicity, considering only two subsystems the controllability matrix
must be evaluated for all the possible values of �1 and �2, as a consequence, the grid
[0, 2⇡] ⇥ [0, 2⇡] must be spanned. In this case the state and input matrices are:

[A]z =


[A]1 0
0 [A]2

�
[B(z)]z =


[B(�1)]1
[B(�2)]2

�
(3.67)

Thus the controllability matrix is:
(
[K(�1,�2)] = [[B(�1,�2)]A[B(�1,�2)]A2[B(�1,�2)]... A11[B(�1,�2)]

rank([K(�1,�2)]) = 6 8 �1,�2 2 [0, 2⇡]
(3.68)

Equation 3.68 shows that the number of controllable states of the system is 6. This
means that only a hemisphere is controllable or a six dimensional combination of
the states of the two as for example the mean state. In the next chapter, the loss
of controllability of a system of multiple particles will be analyzed and it will be
proved that it does not depend on the nonlinearities but on the global nature of the
control actions.
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Chapter 4

Particle density control

The control of a granular medium presents complex challenges. In the previous
chapter, non linear control strategies have been successfully applied to a single grain
achieving control and realignment. Furthermore, a novel approach to tackle multiple
grains realignment has been proposed. However, this strategy works in very specific
conditions and position control is not present. It has also been shown that with
the layout used for position control of one particle, multiple particles are not con-
trollable in the deterministic sense. A realistic granular medium model should take
into account the di↵erent dynamics occurring simultaneously. At the micro-scale the
single grain dynamics is predominant while at the meso-scale a collective behaviour
necessarily emerge. In this dissertation the granular medium is modeled as a large
ensemble of identical rigid bodies with a ’preferred’ direction. In recent years, many
approaches have been developed for controlling swarm of active elements. Most of
the strategies aim at defining the control law for each agent based on the density
(i.e. the spatial distribution) either in a centralized or decentralized way [17]. The
control actions are then applied to each element of the swarm with an independent
actuator, the control laws are Markov feedback laws with global gains but dependent
on the specific state of each agent, that’s why an independent actuation is needed.
The striking di↵erence in this case is that the cloud of refractive grains is not only
actuated at-a-distance but the control actions are of global nature, in the sense that
the number of inputs is orders of magnitude less than the degree of freedoms of the
system. The cloud is therefore largely underactuated. A possible solution to this
problem could be to make use of results from ensemble control theory [7, 33]. This
approach aims at controlling simultaneously ensembles of almost identical systems
with a global control action. However, this ends up in an open-loop control strategy
and it relies on the strong assumption that all the elemental (i.e. subsystems) are
in the same initial state. Although being a powerful approach to control parametric
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ensembles, it is a tool that can not be used in this case. The control of collective
behaviour of identical elements has been addressed in [8] but also in this case the
nature of the actuation is local. However, the idea of transporting the physical po-
sitions of the elements into a density of mass then normalized to be a probability
distribution can be exploited. The idea is to design a control law that depends on the
density of all the particles as a whole. The equations of motion are then recast as a
density time evolution [26]. The equations of motion of the single particles turn into
a density dynamic evolution that in deterministic continuous time is described by
the Louiville equation while if stochastic e↵ects are considered by the Fokker–Planck
equation [6]. In discrete time, the density evolution can be controlled reformulat-
ing Optimal Transport based techniques [30]. The next section will prove that a
deterministic classical control approach is not applicable for transporting multiple
particles simultaneously even in simpler systems thus setting the path to a global
average stochastic control strategy. A simplification of the system considered in the
previous chapter is adopted and a more theoretical approach is used to study the
feasibility of this control strategy. Describing the control problem in terms of den-
sity evolution instead of tracking the states of every single particle allows to reduce
the dimensionality of the problem. Furthermore, even if the single particles are not
controllable their collective behaviour can be to some extent controlled and guided
to a certain set of distributions.

4.1 Considerations on controllability

The final part of the previous chapter has shown that a complex system made
of several copies of the nonlinear system of hemispheres is not controllable in the
classical sense with the actual schematic with four inputs. Even when the particles
to be controlled are two the system is not controllable. It is useful to consider a
simplified model for the particles that neglects the nonlinearity introduced by the
angle of attack to gain further insight on the controllability of such systems.
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Figure 4.1: Simplified model schematics

The simplified model is a system of two particles that behave as simple double
integrators with unit mass. Each of the four inputs a↵ect directly the acceleration
in the respective direction. The subsystems states are the position and velocity
in the two directions. The overall state of the system is obtained by stacking the
states of the subsystems together. The overall system is still subjected to the same
number of control inputs. For the moment being, the constraint on the nonnegative
nature of the control input is also neglected, this would indeed reduce the degree of
controllability of the system. The states and inputs of the system are:

xi =

2

664

ẋi

ẏi

xi

yi

3

775 x =

2

664

x1

x2

...

xn

3

775 u =

2

664

a1

a2

a3

a4

3

775 (4.1)

The equation of motion of the subsystem is:

.
xi = [A]ixi + [B]iu =

2

664

0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

3

775xi +

2

664

0 �1 0 1
1 0 �1 0
0 0 0 0
0 0 0 0

3

775u (4.2)

While the overall equation of motion is:
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.
x = [A]x+ [B]u =

2

664

[A]1 0 ... 0
0 [A]2 ... 0
... ... ... ...

0 0 ... [A]n

3

775

2

664

x1

x2

...

xn

3

775+

2

664

[B]1
[B]2
...

[B]n

3

775u (4.3)

For the sake of simplicity let’s consider a system of two particles. In this case the
state and input matrices are:

[A] =


[A]1 0
0 [A]2

�
[B] =


[B]1
[B]2

�
(4.4)

The overall system is indeed linear and the controllability of the pair {[A], [B]} can
be checked using Kalman rank condition. In this case the state space is 8-dimensional
so the controllability matrix is:

[K] =
⇥
[B] [A][B] ... [A]7[B]

⇤
(4.5)

The number of controllable is given by the rank of matrix [K]:

rank([K]) = 4 (4.6)

The number of controllable states is 4 that means that only one particle is fully
controllable. The problem is in the global nature of the input e↵ects that does not
allow a decoupling in the way it a↵ects the dynamics of the particles. This section
has then shown that the lack of controllability for the nonlinear system studied in
detail in the previous chapter does not come from the nonlinear e↵ects but simply on
the global nature of the control actions that a↵ect each sub-element simultaneously.
The controllability problem does not even depend on the double integrator structure
of the system. If the model is further reduced to a system of particles that behave
as single integrators (i.e. there is no velocity and the control action acts directly on
position). In this way, the system states are halved and the subsystem is:

xi =


xi

yi

�
.
xi = [A]ixi + [B]iu =


1 0
0 1

�
xi +


0 �1 0 1
1 0 �1 0

�
u (4.7)

The controllability matrix is:

[K] =
⇥
[B] [A][B] [A]2[B] [A]3[B]

⇤
(4.8)

The number of controllable states is again given by the rank of matrix [K]:
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rank([K]) = 2 (4.9)

This demonstrates that even a system composed of single integrator elements is not
controllable with the actual layout when the number of particles is two or higher.
However, the classical concept of controllability is probably not the right tool to
assess the capacity of a set of actuators to steer a system of particles. What the
failure of controllability test does tell is that the states of the particles are not
controllable in the deterministic sense.

4.2 Collective control

The previous section studied the controllability of the states of every single particle,
a change of the viewpoint of this problem is necessary to address the challenge of
controlling an uncountable number of particles simultaneously. A system of many
particles in the Eucledian space can be studied in terms of the ”density” of the par-
ticles in a specified control volume. This approach tackles the problem considering
that the number of particles is high enough with respect to the dimension of the
control volume that is possible to define a local density function. The problem is
thus reduced to control the density function over the workspace. Then the control
system should be designed to steer the density towards a desired target distribution.
This approach in continous time can be modeled with partial di↵erential equations
of the reaction-advection-di↵usion type where the desired coverage profiles are ob-
tained by tuning the parameters in the model or by boundary control [17, 10]. The
problem of controlling the particles turn into the problem of controlling the density
function. The density function is tuned to obtain an average collective behaviour.
In this dissertation, the density control will be addressed reformulating the problem
as a discrete Optimal Mass Transportation problem.

4.2.1 Optimal Transport based control

The Optimal Mass Transport theory is concerned with moving mass from an initial
distribution to a final one with the least amount of cost. It was originally formulated
to move amount of ’mass’ from a certain distribution (position) to another in an
optimal sense. This optimal ’mass’ transportation problem can be reformulated in
terms of probability distributions after a unitary rescaling [30]. A probability mass
function describes the probability of finding a certain amount of mass in a specific
location. Originally, the OT problem has been formulated in a static fashion [8], thus
concerned in finding an optimal map between an initial and a final distribution (i.e.
’what’ goes ’where’). If a dynamic extension is considered, the controlled evolution
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of the density function towards a desired distribution is analogous to a stochastic
optimal control problem. This stochastic viewpoint can be used to describe the
system of particles (grains) focusing on their collective behaviour. The optimization
objective is to find a transport map that given a certain distribution is able to steer
it towards the desired one. The optimal transport map is the one that, among all the
possible maps between the two desired distributions, is able to minimize a certain
cost functional [26, 17, 8]. In the following section, this approach is used to steer
the density of particles towards a desired distribution.

Figure 4.2: The initial probability mass function (pmf) µ(x) (in blue) is transported
to the desired pmf ⌫(y) (in green) while minimizing the cost function c(x, y) =
kx� yk2. The optimum transference plan �(x, y) is shown in gray. (Reproduced
with permission from [26]).

4.3 OT with Euler step dynamics

The formulation of the problem and its modeling are taken from [26]. Consider a
2D workspace that is delimited by actuators on four side. This is basically a multi-
grid generalization of the system schematics adopted in the previous chapters. The
workspace is discretized according to the number of actuators. Each element of the
grid is called a bin. The considerations on controllability of the previous section
have shown that a classical control approach for multiple particles in the same bin
is not possible. The problem is in the global nature of the actions that a↵ects each
particle in the same way. A possible solution is to introduce a decoupling due to the
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distance from the specific actuator. This is justified by the fact that, for example,
the force introduced by electrodynamic actuators will depend on the inverse of the
distance from the source. Furthermore, it is assumed that the discretized dynamics
in time behaves as a set of single integrators (i.e. the inertial forces are neglected).

4.3.1 Derivation of the stochastic density evolution

Figure 4.3: The red particle in the bin [i, j] experiences the forces from the actuators
a1,i,a2,j,a3,i,a4,i (Reproduced with permission from [26])

The equation of motion for a particle p located in bin [i, j] at time instant k is:

xp

k+1 = xp

k
+�f xp

k
=


x
p

k

y
p

k

�
(4.10)

Where � is the time step and f is the force that depends on the position of the
particle at time instant k, specifically on the distance from the four actuators that
are active on the bin where the particle is located.

fx =
a4,j

dis(a4,j, p)
� a2,j

dis(a2,j, p)
fy =

a1,i

dis(a1,i, p)
� a3,i

dis(a3,i, p)
(4.11)

dis(an,i, p) is the distance between particle p and the actuator an,i.
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Figure 4.4: The cloud of particles is transformed into a probability distribution, the
lighter bins contain more probability mass (Reproduced with permission from [26]).

The deterministic layout in figure 4.3.1 can be transformed in a stochastic one defin-
ing the discrete probability density matrix µ 2 Rnbins⇥nbins where µ[i, j] represents
the probability mass present in the bin [i, j]. For µ to be a probability density
function the conservation property

P
nbins

i=1

P
nbins

i=1 µ[i, j] = 1 must hold, this problem
must be automatically taken into account in the density evolution. The information
about the specific position of the particles inside each bin is lost while the average
discrete spatial distribution over the workspace is considered. The discrete time
evolution of the density function µ is derived from the particle dynamics model in
4.10. If lbin represents the length and wide of each bin, it follows from 4.10 that
the force from actuator a1.i that would move all the particles in bin [i, j] to the bin
[i, j + 1], thus pushing them horizontally is given by:

a1,i,j,max =
1

�
lbindis(a1,i, [i, j]) (4.12)

Where dis(a1,i, [i, j]) represents the minimum distance from actuator a1,i to the bin
[i, j]. The stochastic probabilistic behaviour of the density evolution emerges from
the assumption that if a1,i  a1,i,max the fraction of density that will be transported
from bin [i, j] to the bin [i, j + 1] due to actuator a1,i is

a1,i

a1,i,j,max

. Thus considering

the density function at time step k evaluated at the bin [i, j], its evolution at the
successive time step is given by:
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µk+1[i, j] =µk[i, j](1�
a1,i

a1,i,j,max

� a2,j

a2,i,j,max

� a3,i

a3,i,j,max

� a4,j

a4,i,j,max

)+

+
µk[i, j � 1]a1,i
a1,i,j�1,max

+
µk[i+ 1, j]a2,j
a2,i+1,j,max

+

+
µk[i, j + 1]a3,i
a3,i,j+1,max

+
µk[i� 1, j]a4,j
a4,i�1,j,max

(4.13)

The constraint on the maximum amount of actuation is needed for the conservation
property to hold between successive time step. It is easy to see from equation 4.13
that if the actuation is beyond that limit the probability mass function at step k+1
would go negative. Furthermore, it also limits the propagation of the distribution
to flow only towards adjacent bins. The maximum intensity of actuation is limited
by the maximum flow allowed for the bins located at the border. It is also assumed
that the actuators are located at a certain distance dact so that the global maximum
actuation for each actuator is limited to:

amax =
1

�
lbindact (4.14)

amax is the actuator intensity that moves all the probability mass located on a border
bin towards its ’internal’ neighbour.

4.3.2 Optimal Transport based control problem

The objective of the control strategy is to steer the density distribution of the par-
ticles µ 2 Rnbins⇥nbins towards a desired target distribution ⌫ 2 Rnbins⇥nbins , the
problem can be formulated as a convex optimization problem whose objective is to
find the actuator intensities that minimize a certain distance between the actual and
desired distribution at each step [26] .

min
a1,i,a2,j ,a3,i,a4,j

DL1(µk+1, ⌫)

subject to µk+1[i, j] = f(µk, a1,i, a2,j, a3,i, a4,j) 8i, j 2 {1, .., nbins}
a1,i  amax 8i 2 {1, .., nbins}
a2,j  amax 8j 2 {1, .., nbins}
a3,i  amax 8i 2 {1, .., nbins}
a4,j  amax 8j 2 {1, .., nbins}

(4.15)
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Where the explicit form of the propagation constraint is expressed by 4.13. The
optimization problem formulated in [26] is convex due to the convexity of the con-
straints and of the cost function. The dynamic contraint between two successive
steps is convex because µk is considered a constant and the optimization seeks for
the best possible action to minimize the cost function at step k + 1 modifying the
bounded intensities of the actuators. It is easy to notice that with this single-step
layout the density µk+1 on a certain bin is a linear combination of the four actuators
that are e↵ecting that bin. The constraint on the actuators is indeed convex. The
distance used is the L1 matrix norm defined as:

DL1(µ, ⌫) =
nbinsX

i

nbinsX

j

| µ[i, j]� ⌫[i, j] | (4.16)

Equation 4.16 defines a convex norm therefore convex optimization techniques can
be used to solve this problem.

4.3.3 Limitation of the current implementation

Although the optimization problem formulated in 4.15 can be solved with e�cient
numerical algorithms from convex optimization theory, the structure of the metric
used (i.e. the cost function), and the horizon considered present some limitations.
The optimization problem is solved considering only a single step. The density can
only flow between adjacent bins in one time step due to the dynamic constraint 4.13 .
Furthermore, it can be seen from 4.16 that the maximum distance is bounded. If the
two distributions are disjointed (i.e. there is no overlap between them in the square
grid) the DL1,max(µ, ⌫) = 2. This poses a theoretical problem in the optimization
algorithm. If the actual and desired distributions are su�ciently ’distant’ the cost
function will not be a↵ected by the flow of the distribution at the next step because
both DL1,max(µk, ⌫) = DL1,max(µk+1, ⌫) = 2 for every combination of the actuator
intensities. Furthermore, being DL1 an element-wise distance it is a limited indicator
of the spatial distance between the distributions on the two dimensional grid.
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Figure 4.5: The actual probability mass function µk (in blue) can only be transported
between adjacent bins (red arrows), the L1 distance with the desired distribution ⌫

(in green) is unchanged for every combination of the active actuators (in red).

68



Figure 4.6: the L1 distance between the density function in blue and in light-blue
with respect to the desired distribution ⌫ (in green) is the same while it is clear that
the light-blue density is in some sense ’closer’.

4.4 Reformulation of the OT problem

Optimal Transport Theory provides a way to define a metric that takes simultane-
ously into account the distance over the grid and the ’amount’ of mass to move.
This metric is the Wasserstein distance [30] that represents the optimal, minimum
cost solution of Monge’s Optimal Transport classical problem [29]. It can be seen
as the geodesic between the two distributions and thus the ideal objective that the
optimization problem must minimize to make the distribution at a certain time step
as close as possible to the desired one. The Wasserstein distance in discrete fashion
is called the Earth’s mover distance (EMD) and in this form is used as a measure
of similarity between images [29]. The analogy between a two dimensional distri-
bution of intensity of pixels over an image and the probability distribution of this
problem is apparent. Therefore the useful properties of this metric will be exploited
to reformulate the previous Optimal Transport problem.

4.4.1 Earth’s mover distance

In this discrete two dimensional case the probability distributions are matrix valued
functions, each element of the matrix is associated to a bin and its value repre-
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sents the probability mass in that bin. The discrete Monge’s OT problem seeks
for a transport plan that determines how much and where the ’mass’ in each bin
should be moved from the initial distribution to match the desired one minimizing
an underlying ground metric. It makes sense to define the ground metric in analogy
with the Eucledian distance, assuming unitary distance between the bins. Then the
cost of transporting a certain amount of distribution from one bin to another is the
distance to be covered times the amount of mass to be transported. The Optimal
Transport plan in this case can be recast as a linear problem. The solution to this
problem gives the optimal map (i.e. what goes where) and the optimal cost of this
transportation. The optimal cost normalized by the total flow is the Earth’s mover
distance. However, the classical problem formulation is unconstrained and the mass
is free to be moved to every bin directly.

4.4.2 Density control using the earth’s mover distance

In the density control problem, the dynamic constraint limits the flow of the density
to neighbouring bins, as a consequence, the optimal transport plan represented by
the Earth’s mover distance can not be achieved in one step. However, the control
problem can be recast as finding the best possible actuation intensities that minimize
the earth’s mover distance at the successive step. In this way, the algorithm searches
for the direction of propagation that will have minimum distance from the desired
distribution. There is a fundamental di↵erence with the previous metric used. Even
if the propagation is limited, the global nature of this new metric is able to ’see’ the
objective in every feasible configuration over the probability space. Hence, there will
always be a feasible direction that minimizes the cost until a steady-state distribution
is reached (i.e. condition of minimum cost). The drawback of this implementation
is the non convexity and the computational cost.

4.4.3 Nonlinear optimization problem

min
a1,i,a2,j ,a3,i,a4,j

DEMD(µk+1, ⌫) (4.17)

The nonlinear optimization problem expressed by equation 4.17 has the same con-
straints as the convex one but the cost function is now the EMD distance. A routine
in Python is used to solve the nonlinear optimization problem. At each step, the
algorithm seeks for the actuator intensities that minimize the EMD distance. For
each guessed solution the cost is calculated as a solution of a nested linear optimiza-
tion program. A discrete OT problem is solved to calculate the minimum distance
between the propagated distribution µk+1 generated by the trial solution and the
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desired distribution ⌫. The outer nonlinear optimization algorithm should then con-
verge to the solution that minimizes this distance thus moving the distribution the
closest as possible to the desired one. This is still a single step algorithm, in the
sense that after the approximate optimal solution is obtained the particle dynam-
ics is propagated and the cycle is repeated. The system is simulated in the figures
below.

Initial guess

Outer nonlinear

optimization

algorithm

Trial solution

Solve discrete OT

problem

EMD distance for trial

solution

Check optimality of

outer nonlinear

optimization

Optimal solution

Propagate particlesCalculate density

Initial particles

distribution

Figure 4.7: Algorithm schematic
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Figure 4.8: target probability distribution ⌫
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Figure 4.9: Iteration number k = 0
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Figure 4.10: Iteration number k = 30
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Figure 4.11: Iteration number k = 200
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Figure 4.12: cost convergence

It can be seen that, starting from a random distribution over the workspace, the
control logic is able to steer the particles towards a desired distribution. In the
simulation N = 1000 particles are considered. It is interesting to notice that the
probabilistic control logic is the same irrespective of the actual number of particles.
As a consequence, the dimensionality of the optimization problem does not scale
with the number of the particles but with the number of grid elements. The cost
convergence plot 4.12 shows an exponential convergence to a steady-state value.
After roughly 125 iterations the algorithm is not able to reduce the distance anymore.
This is a consequence of the dynamic model assumed for the density function. A
specific actuator has influence all over its row and determines a flow for each internal
element in this row, hence not every target distribution is achievable with zero
convergence error. Possible solutions to this problem are to extend the time horizon
of the optimization problem across multiple steps or to increase the number of the
actuators thus refining the grid.
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Chapter 5

DSENDSEdu model

The GI system presents several challenges from the modeling point of view. It is
a very large multi-body system in which the constitutive elements interact along
time scales that are orders of magnitude di↵erent. In the previous chapters control
strategies for the granular particles at the micro-scale have been addressed, in the
following a complete environment will be developed to model and simulate the whole
system in the DSENDSEdu simulation framework. DSENDSEdu is the educational
version of DARTS (Dynamics Algorithms for Real-Time Simulation), a high-fidelity,
flexible multi-body dynamics simulator used for real-time hardware-in-the-loop de-
sign, integration and testing of spacecraft flight software. The DARTS simulator
is based upon state-of-the-art computational algorithms from the Spatial Operator
Algebra mathematical framework for multi-body dynamics. The Spatial Operator
Algebra is a mathematical approach for modeling the dynamical behavior of com-
plex, articulated collections of bodies interacting with each other in free-space or in
contact with the environment.

5.1 System modeling and assumptions

This system is modeled as a large ensemble of rigid bodies in space whose equations of
motion have been derived in chapter 2. A virtual chief spacecraft is defined to mark
the relative reference for the deputy spacecrafts (i.e. the sub-aperture patches) and
defines the position of the orbiting reference frame FO. The chief is orbiting in GEO
and its dynamics is governed by the associated mean motion (i.e. !O / 10�5 rad

s
).

The sub-aperture patches are modeled as large rigid disks and are equipped with
linear and angular actuators. Their relative dynamics with respect to the chief
spacecraft is described in chapter 2. In this sense, they will be also called deputy
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spacecrafts following the formation flying control literature nomenclature. The cloud
of grains (particles), modeled as micrometric rigid hemishperes as in chapter 3, is
confined inside each patch.

The sparse-aperture array is formed by the deputies flying in formation. A control
strategy for the spacecrafts at the macro-scale is derived. The controller is designed
so that the deputies perform a certain trajectory around the chief spacecraft while
pointing a target. Their dynamics is faster than the orbital motion but it is still in
the same order of magnitude. On the other hand, the dynamics of the grains is order
of magnitude faster then the previous ones, due to the very small mass and inertia
of the particles and the nature of the interacting forces. Performing a complete
simulation is a complex task for numerous reasons. Due to the large di↵erence in
the time scales the problem is numerically sti↵ and a large integration step could
lead to divergence, on the other hand a complete simulation with a time step in
accordance with the dynamic of the particles will lead to very long computations.
In addition, the number of interacting rigid bodies is in the order of N / 104 and this
increases even further the computational load. Finally, at every time integration step
the force fields and the mutual interactions have to be taken into account. However,
due to the high computational performance of the DSENDSEdu engine a successful
preliminary simulation is carried out.

5.2 Model structure and implementation

The multi-body system implemented in the simulation is intrinsically hierarchical as
its dynamics can be decomposed in the dynamics of each element at di↵erent scales.

Inertial Frame (Root Frame)

Dynamics of the orbiting reference frame (prescribed)

Dynamics of the generic spacecraft

Dynamics of the particle cloud

Figure 5.1: Block diagram of the di↵erent dynamics involved

Even if the bodies are all disconnected from each other it is useful to divide the
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dynamics into di↵erent scales as shown in the diagram above. It will be shown that
the particles experience much faster dynamics than the one of the spacecrafts around
the orbiting reference frame FO. Furthermore, the controlled spacecraft dynamics
is faster than the propagation of the orbiting reference frame. Due to this structure,
there are many options in which the multi-body system can be implemented in the
simulation.

The DSENDSEdu simulator allows to refer the state of a generic body to a parent
body or equivalently relate the frames rigidly connected to these bodies. A special
parent body is the root frame that is inertially fixed. The hierarchical structure of
the system can be exploited referring each subsystem to a parent body in cascade.
In particular, the particles are referred to their respective containing spacecraft,
each spacecraft to the orbiting reference frame and the orbiting reference frame to
the root frame. In this way the multi-body system is connected in series. Another
option is to refer every element directly to the inertial frame. These two approaches
are explained briefly in the next two sections.

5.2.1 Open serial kinematic tree

The logic consists of constructing an open serial tree kinematic chain. a virtual
reference body called CS (Chief Spacecraft) is connected via a Full6Dof constraint
(i.e. it is physically unconstrained) to the inertial root frame. CS is the landmark
spacecraft following a circular orbit and it is the origin of the orbiting reference frame
FO. Spacecrafts bodies SC, whose body-fixed frame is FS are all child bodies of CS
with the same Full6Dof joint. Finally the particles are referred to their respective
spacecraft via the same joint. In this way, it is possible to assign and extract the
relative dynamics directly through the DSENDSEdu function parentHinge that
computes the relative state between a ’child’ body and its ’parent’, thus the relative
dynamics is directly taken into account in the structure of the simulation without
additional coding complexity. However, this approach is computationally heavy and
a parallel arrangement would be more e�cient.

5.2.2 Parallel kinematic tree

Since each element is not physically connected to others, it can be referred directly
to the inertial root frame. In this way the kinematic solver sees a parallel structure
where the kinematics of each element is referred to the absolute inertial frame via a
Full6Dof joint. In other words, the inertial root frame is the parent body of each
element of the system (i.e. CS, SC and the particles). This logic is computationally
lighter for the solver due to the fact that the multi-body solver ’sees’ only one parallel
layer of elements instead of successive nested elements as in the serial approach.
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However, the relative dynamics of each subset of the system is needed to simulate
multi-scale interactions (i.e gravitational forces, confinement forces, disturbances)
that are dependent on the relative state of one subsystem with respect to another.
Sequential relative transformations are performed at each step of the simulation
using the tools provided by the Spatial Operator Algebra to capture the relative
states and consequently compute the mutual interactions.

Figure 5.2: Parallel model

5.3 Force fields implementation

5.3.1 Gravitational model

A spherical gravitational field that simulates the presence of a main primary body
(i.e. Earth) is implemented and it is centered at the inertial reference frame (RootFrame).
Hence, this reference frame can be considered an ECI frame (Earth Centered Iner-
tial), it is labeled ’J2000’ in the simulation snapshots. The gravitational e↵ects are
felt by each element. Although being a simple model, it is a useful starting point to
simulate a GEO orbit.

5.3.2 Particle force fields

The nature of the particle force fields implemented is local in the sense that it is
related to each spacecraft container. The model for the deputies follow the concept
design described in the first chapter. Therefore the presence of a bu↵er gas inside
each container is simulated. This idea allows to add damping and dissipation dur-
ing the cloud control stages. In this simulation, the inert gas enters the dynamics
of each particles providing damping. The Stoke’s damping model is adopted, as a

consequence, the dissipative forces have the form
~
F = �Kd,l

S

~

⇢P , where the damp-
ing force depends on the relative velocity of the particle as seen by the spacecraft
body-fixed frame FS. This model is motivated by the low-inertia of the particles. A
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similar rotational damping is also introduced based on the relative angular velocity

~
T = �Kd,t

S

~
!P . The confinement and shaping of the cloud is achieved using a com-

bination of electrodynamic and optical trapping. Two models for these interactions
are developed. A force of the form

~
F = �Ks

~

⇢P , that attracts each particle towards
the center of the SC element, is the model adopted for the electrodynamic trapping.
This interaction forces each particle to oscillate around the point of minimum poten-
tial where the force is zero. The mutual repulsive force due to the charge that each
particle carries is implemented in the form k

~
F k / Krep

r
, this is the first-order inter-

action that a system of charged particles experiences, where r is the relative distance
between a pair of particles. To simulate the optical realignment of the particles, the
same laser-particle interaction model described in chapter 3 is used. The laser light
is assumed spatially uniform and it points in the same direction as the x-axis of the
SC body-fixed frame FS. The laser light changes the angular and linear momentum
of the particles. The flat surface realign towards the light direction without global
feedback control laws due to the presence of rotational damping.

Symbol Property Value Units

Ks spring-like confinement constant 1.25 · 10�8
N/m

µAr Argon viscosity 2.1 Pa · s
Kd,l Stoke’s damping constant 4.95 · 10�6

N · s/m
Kd,t Stoke’s rotational damping constant 2.8 · 10�23

N ·m · s
I Light intensity 1 · 106 W/m

2

Table 5.1: particles force field parameters

5.4 Formation control scheme

The DSENDSEdu simulation environment allows to study the interconnections be-
tween the system of spacecrafts at the macro-scale and the system of particles at
the micro-scale. A formation controller is derived for the relative dynamics of the
deputies with respect to the chief. The position with respect to FO (’ORF’ in the
simulation snapshots) is controlled with a linear optimal controller scheme that ex-
erts a force on the spacecraft SC based on its relative state. The controller is tuned
using the Clohessy-Wiltshire-Hill equations derived in chapter 2. It can be noticed
that in the simulator the dynamics is not linearized and the validity of the CWH
assumptions must be tested. The aim of the control strategy is to formation-fly the
spacecrafts to obtain a very large synthetic aperture made by granular sub-aperture
patches. The spacecraft’s physical parameters are summarized in table 5.2
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Symbol Property Value Units

m mass 100 Kg

- shape cylinder -
r radius 10 m

h height 1 m

Jx inertia component 5 · 103 Kg ·m2

Jz inertia component 2.5 · 103 Kg ·m2

Table 5.2: Spacecraft physical properties

5.4.1 Validation of the linearized gravitational model

A check on the validity of the linearized equations of the relative orbits is performed
in the fully nonlinear gravitational model implemented in the simulator. Although
perturbation e↵ects such as J2 are not taken into account, the nonlinear model fully
exploits and propagates the di↵erential gravity gradients. The orbital parameters
are shown in table 5.4.

Symbol Property Value Units

- orbit GEO -
- type equatorial -
µ gravitational parameter 3.99 · 1014 m

3
/s

2

R FO orbital radius 42 · 106 m

!O mean motion 7.33 · 10�5 rad/s

Table 5.3: Orbital parameters

The trajectories and time-histories of three spacecrafts are simulated below with
no control action applied. It is expected that the relative components behave as
the solution of the homogeneous CWH equations. In particular, the radial (x) and
along-track (y) coordinates are coupled and subjected to a linear drift while the
cross-track (z) evolves as a decoupled harmonic oscillator with frequency !O. The
relative initial velocity in the simulation is set to zero while the relative positions
are random numbers within a 200 [m] range. The analytical solution for this case is:

x(t) = 4x0 � 3x0cos(!Ot) (5.1)

y(t) = �6!Ox0t+ y0 + 6x0sin(!Ot) (5.2)

z(t) = z0cos(!Ot) (5.3)
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Figure 5.3: Radial Coordinate - DSENDSEdu Simulation

Figure 5.4: Along-track Coordinate - DSENDSEdu Simulation
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Figure 5.5: Cross-track Coordinate - DSENDSEdu Simulation

5.4.2 LQR-based leader tracking

The previous section proved that CWH equations are a valid approximation for the
dynamics of the spacecrafts relative to the orbiting reference frame FO within a
certain range. Using linear optimal control theory a LQR controller can be used to
track the position of FO. It is simple to implement such a controller due to the fact
that the only parameters needed as inputs are the mean motion of the orbit (i.e.
!O) and the mass of the spacecrafts (i.e. mS) as can be seen from equation 2.22 in
chapter 2. Regarding the control structures some considerations on the weighting
matrices must be done. Usually in the formation flying literature [1] the weighting
matrices are rescaled:

[Q] =


[Qvel] [0]3x3
[0]3x3 [Qpos]

�
[Qvel] = wvel

1

!
2
O

[I]3x3 [Qpos] = wpos[I]3x3 (5.4)

[R] =
1

!
4
0

[I]3x3 (5.5)

In this way, each term of the quadratic running cost defined as L = 1
2(x

T [Q]x +
uT [R]u) has the same dimension [m]2. It is thus easy to weight position and
velocity of the state of the relative orbit. The optimal LQR control law takes the
state-feedback form u = �[K]x. In the following simulation a leader tracking
trajectory is commanded to the spacecrafts. The leader is intended as the virtual
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chief spacecraft and the origin of FO. The weights used are wvel = 1, wpos = 105.
The spacecrafts relative position converges to the origin of FO within a fraction of
the orbital period.

Figure 5.6: Radial Coordinate - LQR Controlled - DSENDSEdu Simulation
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Figure 5.7: Along-track Coordinate - LQR Controlled - DSENDSEdu Simulation

Figure 5.8: Cross-track Coordinate - LQR Controlled - DSENDSEdu Simulation
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Figure 5.9: Control Actions - LQR Controlled - DSENDSEdu Simulation

5.4.3 LQR-based trajectory following

The main objective of the formation flying controller is to achieve trajectory tracking.
The structure of the previous controller can be modified in order to follow a reference
state trajectory. In this way, the objective of the controller is to minimize the error
between the actual and the reference state. The control action takes the feedback
form:

u = �[K](x� xref ) (5.6)

The column vector u represents the components of the control force in the orbiting
reference frame FO. The control gain matrix [K] is obtained with the same weighting
matrices [Q] and [R] used for the leader following of the previous section. Three
spacecrafts are simulated and to each of them a reference state xref is commanded.
The reference state is defined in such a way that the spacecrafts perform a circular
trajectory in the y-z plane of FO at a specified angular velocity. The initial state is
a random relative position within a specified range (i.e. 200 [m] in this case) while
the commanded radius of the circular reference trajectory is 100 [m]. The angular
velocity is a multiple of the orbital angular velocity (i.e. !form = 8!O ).
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Figure 5.10: Radial Coordinate - LQR Tracking - DSENDSEdu Simulation

Figure 5.11: Along-track Coordinate - LQR Tracking - DSENDSEdu Simulation
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Figure 5.12: Cross-track Coordinate - LQR Tracking - DSENDSEdu Simulation

In the figures above, the relative coordinates are plotted with respect to FO. The
Chief spacecraft trajectory is plotted to check that the simulator does not carry
numerical errors. The radial coordinate in figure 5.10 converges to zero while the
along-track and cross-track coordinates perform trajectory tracking after an initial
transient.
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Figure 5.13: Control Actions - LQR Tracking - DSENDSEdu Simulation

In figure 5.13 the control actions for one of the three spacecrafts (i.e. SC0) are
plotted. The components are expressed in frame FO. It is interesting to notice that
the main e↵ort is at the beginning when the controller brings the spacecraft from
a random position closer to the reference trajectory. After this initial transient the
trajectory following is performed with less e↵ort. Furthermore, the control action
in the radial direction is needed only to compensate the gravitational gradients and
therefore is slightly lower than the other two.
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Figure 5.14: Trajectories in FI - LQR Tracking - DSENDSEdu Simulation

Figure 5.15: Trajectories in FO - LQR Tracking -DSENDSEdu Simulation

After an initial transient the spacecrafts perform a circular trajectory at the com-
manded velocity. The reference trajectories are designed so that the spacecrafts are
phased of the same angle along the circular path.
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Figure 5.16: Initial Transient Steps - DSENDSEdu Simulation

Figure 5.17: Formation Steady-State - DSENDSEdu Simulation
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Scalability and modularity

The architecture of the whole code and therefore of the controller as well is designed
to be modular with respect to the number of spacecrafts and obviously to the number
of particles. The reference planner automatically computes the relative trajectories
irrespective of the number of spacecrafts. Only a snapshot of the simulation is
plotted due to the fact that the control actions and relative trajectories are similar
to the previous case.

Figure 5.18: Formation Steady-State six spacecrafts - DSENDSEdu Simulation

5.5 Attitude control

A PD attitude control scheme is derived to solve the pointing problem of the deputies
spacecrafts at the macro-scale. The granular medium remains trapped inside the
deputies and a constant laser intensity forces the reflective surface of each granular
element to be perpendicular to the pointing vector commanded at the macro-scale.
The aim of the control system is to orient the x body-axis of the spacecraft to point
in a specific direction (i.e. somewhere on the surface of Earth), this desired orien-
tation is described with a quaternion Iqref . The reference direction is selected so
that each spacecraft in the formation is oriented towards the same point. This ar-
rangement simulates the focusing control problem of the distributed telescope. The
reflective surface is normal to the x body-axis. Once that the direction is chosen, the
di↵erence in rotation between the actual orientation and the reference can be com-
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puted using the quaternion metric. The reference quaternion can be expressed as the
quaternion product ⌦ between two successive rotation. The di↵erence quaternion is
then obtained inverting the equation:

Iqref = IqS ⌦ Sqref ! Sqref = ( IqS)
�1 ⌦ Iqref (5.7)

The aim of the control system is to reduce the attitude and angular velocity error. A
PD control law can be designed based on the vectorial part of the error quaternion
(its first three elements) and on the angular velocity error in body frame.

⌧c = [Kp]

2

4
I
qref,1

I
qref,2

I
qref,3

3

5+ [Kd]

2

4
!ref,1 � !1

!ref,2 � !2

!ref,3 � !3

3

5 (5.8)

Symbol Property Value Units

Kp,i proportional gain component 1 · 10�3
N ·m

Kd,i derivative gain component 1 N ·m · s

Table 5.4: Attitude controller gains

Usually a gyroscopic compensator is added while the simplest form of the controller
is adopted here. The disturbance rejection is achieved by the feedback nature of the
control law. The attitude controller is simulated in the following figures. The target
point is located on the surface of Earth, hence the target angular velocity’s norm is
!ref = !O while the reference quaternion is obtained from the kinematic mapping
described in chapter 2.
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Figure 5.19: Attitude Parameters - DSENDSEdu Simulation
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Figure 5.20: Angular Velocity - DSENDSEdu Simulation

The orbit lies in the x-y equatorial plane as a consequence the rotation is only around

93



the z-axis. Even if the spacecraft is performing out of plane formation flying tasks
the angular di↵erence does not change significantly and only an initial torque along
the body-fixed z-axis is needed. Due to the nature of the control objective, the
spacecraft angular velocity matches the orbit’s angular velocity after a transient.
In addition, gyroscopic torques are not present for in-plane motion, therefore the
control torque eventually goes to zero. The control gains are tuned so that the
settling time is a fraction of the orbital period.
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Figure 5.21: Control Torque - DSENDSEdu Simulation

5.6 Granular medium model

The optical system inside each sub-aperture patch (i.e. each spacecraft) is composed
by a cloud of particles. The particles are endowed with a principal orientation
perpendicular to which lies the reflective plane. The model and physical properties
described in chapter 3 are used. The DSENDSEdu engine allows to model the three
dimensional dynamics of the system of particles. The control system at the macro-
scale a↵ects the dynamics of the particles through the coupling terms derived in
chapter 2. However, this coupling terms are very small and they have been neglected
in chapter 3 and 4. The complete simulation environment implemented here allows
to prove this assumption.
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Figure 5.22: Granular Sparse-Aperture - DSENDSEdu Simulation

5.6.1 Realignment

While each sub-aperture is actuated at the macro-scale to solve the pointing problem,
the grains at the micro-scale must be retargeted and kept with the right alignment.
Thanks to the presence of the rotational damping introduced by the inert gas, all
the grains will asymptotically point towards the laser direction.
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Figure 5.23: Realignment snapshots - DSENDSEdu simulation
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Figure 5.24: Particles realignment - DSENDSEdu simulation

The rotational and translational dynamics of the particles is order of magnitudes
faster than the control bandwidth at the macro-scale. The rotational realignment is
dominated by the frequency imposed by the laser source. As in chapter 3, the laser
intensity is I = 106[ W

m2 ] and the oscillation frequency is !l ⇡ 600 [ rad
s
]. Therefore,

the granular medium is rigidified in a small fraction of the reorientation time needed
for the spacecraft at the macro-scale.
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Figure 5.25: Light torque magnitude on a particle - DSENDSEdu simulation

5.6.2 Decoupling and confinement

The non inertial e↵ects of the reference frame FS generate the accelerations de-
scribed in chapter 2. These e↵ects have been neglected in chapters 3 and 4, thus
not considering that the spacecraft’s attitude control system influences the particle
dynamics through the angular velocity I

~
!S . In this complete simulation, the mag-

nitude of the controlled angular velocity can be seen from figure 5.20. It is in the
same order of magnitude of the orbital angular velocity !O and eventually converges
to it due to the attitude reference. The particles are trapped by the spring-like force
field while retargeted in the light direction. At the macro-scale the attitude and
formation control of the spacecrafts are active. This simulation allows to study the
non inertial relative accelerations compared to the one observed from the spacecraft
frame.
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Figure 5.26: Acceleration terms magnitude comparison - DSENDSEdu simulation

The particle dynamics converges to the the equilibrium condition in a very small
fraction of the orbital period. The movement at the macro-scale does not influence
this dynamics. The accelerations introduced by the non inertial e↵ects are many
order of magnitudes smaller than the acceleration observed by the spacecraft frame

FS (i.e. k SS

~

⇢Pk). Hence, the approximation in the following equation is valid:
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k SS

~

⇢Pk � k I .
~
!S ⇥

~

⇢Pk, k2 I

~
!S ⇥ S

~

⇢Pk, k I

~
!S ⇥ I

~
!S ⇥

~

⇢Pk (5.9)

Therefore, the hypothesis used to simplify the dynamics in chapter 3 is valid. Finally,
the e↵ect of the force fields introduced is plotted while the particles are experiencing
realigning torques. The forces plotted are the one referred to one generic particle.
The e↵ects on the other particles is in the same order of magnitude. The light lift
forces become null when the angle of attack is 0. The dominant forces are the one
associated with the spring-like confinement.
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Figure 5.27: Force fields magnitude comparison - DSENDSEdu simulation

The spring-like force mainly determines the entity of the relative acceleration term

k SS

~

⇢Pk in figure 5.9. The objective of this simulation was to gain insight on the
behaviour of the particles while the control is exerted at the macro-scale. It has
proved that the multi-scale dynamics is completely decoupled thus justifying the
control approaches developed in chapter 3 and 4. A more refined simulation that
includes more realistic trapping behaviours and a collective control strategy such as
the one developed in chapter 4 will be the focus of future research.

102



Chapter 6

Conclusions and future work

6.1 Research outcome and discussion

The aim of this dissertation was to investigate the Granular Imager concept from
the dynamics and control perspective. The general structure of the dynamic equa-
tions of the system in orbit have been reformulated in a way suitable for control
applications at the macro and micro scale. The decoupling arguments studied in [5]
have been used to divide the multi-scale problem and study the overall system sep-
arately. Then, the interconnections between the two systems have been simulated
in the DSENDSEdu environment. The control problem at the micro-scale has been
addressed in chapters 3 and 4. The nonlinearities introduced by the actuation model
have been exploited to derive suitable control strategies. The kinematic properties
of the switched geometrical laser control strategy have been investigated to develop
a novel open-loop control law, thus partially addressing the challenging problem of
multiple particles simultaneous realignment with a single input (source). The con-
trollability of an underactuated system of multiple particles has been investigated
with the result that the current layout fails the controllability test in a deterministic
sense. This outcome has motivated the research carried out in chapter 4 on a sim-
plified but analogous system. Starting from the stochastic model developed in [26],
a novel approach to probabilistic control of largely underactuated systems has been
proposed. The nature of the cost function, taken from Optimal Transport theory,
allows the optimization problem to retain a single step horizon thus keeping the
computational complexity on a reasonable level, while, at the same time, providing
a global metric to minimize. Furthermore, the probabilistic nature of the control
logic is insensitive to the number of states (particles) considered and is thus suited
for very large scale system. In addition, the challenging problem posed by the global
external nature of the actuation is solved and stochastic control over the distribution
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of particles is achieved. In the last chapter, classical linear optimal control theory
has been applied for motion control at the macro scale. The linearized set of equa-
tions obtained in chapter 2 has been proven to be a useful starting point for the
sub-aperture formation controller. The flexibility and computational power of the
DSENDSEdu simulator software has been used to create an environment where the
whole system can be simulated to give a quantitative measure of the coupling and
the entity of the forces involved.

6.2 Future work

In this dissertation the granular medium has been modeled as a large ensemble of
micrometric rigid bodies with specific shape and material properties. The complex
characteristics that make the granular materials unique have not been modeled.
For example, a more refined modeling should include its peculiar properties such
as cohesiveness, fluid behaviour, compactification and phase transformation capa-
bilities [5]. However, theoretical formulations of these models suited for the control
point of view are not present in literature.

Furthermore, the ray-tracing model of laser interaction should be enhanced consid-
ering the numerical integration of Maxwell’s stress tensor as done in [12]. In this
way, it is possible to take into account mutual reflections and interactions between
the granular particles and the light field, it is interesting to notice that the particles
are trapped by the fringes created by the optical field. A promising experimental
layout allows to trap micrometric particles in two dimensions. Nevertheless, a dy-
namical model is not easy to derive and would be strongly configuration dependent
thus not allowing modeling from the control theoretic standpoint.

The DSENDSEdu simulation code allows to gain preliminary insights on the be-
haviour of the system in space and it constitutes a basic model on which it will
be possible to build more refined simulations. First of all, the trapping mecha-
nism can be improved adding a more realistic elctrodynamic model together with
contact interactions between the particles. Second, the gravitational model is spher-
ical and zonal harmonics, third body disturbances and other higher order e↵ects
are not considered. Third, the formation controller is derived from the Clohessy-
Wiltshire-Hill equations that, although being simple and widely used [1], do not
take into account nonlinear e↵ects that a more refined simulation would require. Fi-
nally, the estimation and measurement part is not considered. At the macro-scale,
models and algorithms to implement the formation state estimation similar to the
one studied in [20] can be easily added as branches to the main structure of the
code. A more challenging task is to derive an estimator for the cloud of particles.
The DSENDSEdu software contain modules to simulate cameras used for optical

104



navigation during space missions. This package, together with the implementation
of a tracking algorithm for multiple particles such as the one used in [21], will al-
low to simulate the complex feedback strategy to reshape and retarget the cloud of
particles.

Finally, the stochastic control strategy of chapter 4 is based on a discretized single
integrator dynamics. A more refined model should include inertial and nonlinear
e↵ects. The main theoretical problem even in the introduction of a simple double
integrator model (i.e. adding inertia e↵ects) is that a derivation of the probability
density evolution is not trivial. E↵orts in this direction will be object of future
research.
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Appendix A

Mathematical preliminaries

In this appendix a brief description of the notation and of the mathematical methods
used is given. A more comprehensive description can be found in [14, 27].

A.0.1 Notation

In order to derive the equations to model and control the system under study, several
mathematical objects will be needed. It is thus useful to briefly review the notation
that will be used.

A vector in coordinate-free form will be denoted as
~
V , it is a quantity possessing

both magnitude and direction in three-dimensional space. Vectors in coordinate-free
form can also be called Gibbsian vectors. It must be noted that this description of
a vector is independent of any reference frame.

A versor is a vector whose magnitude is unity (i.e. its Eucledian norm is unity) and
the symbol used is

~
v̂.

A column vector consists of the components of a coordinate-free vector resolved in
a specified reference frame. It will be denoted as V = [V1 V2 V3]T . In the control
sections of this dissertation, the same notation will be used to describe state vectors
being them column vectors.

In analogy with vectors, a dyadic is a second rank tensor denoted by !T , a geometric
object that is independent of any reference frame. A dyadic satisfies the tensor
product:

(
~
u
~
v)
~
r =

~
u(
~
v ·

~
r) (A.1)

In the equation A.1 above the object
~
u
~
v is a dyadic while the tensor product between

a dyadic and a vector results in a vector. It is useful to notice that this operation is
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carried out in coordinate-free form and that the tensor product is not commutative.
The dot in A.1 stands for the inner product between coordinate-free vectors. The
dyadic is the extension of the concept of the vector in coordinate-free form.

In analogy with column vectors, matrices represent the components of a dyadic in
a specified reference frame. Matrices will be denoted as [A]. Regarding the control
section the same notation will be used to describe state and control matrices.

A.0.2 Reference frames and vectrices

A reference frame consists of three basis vectors of unit length, mutually perpen-
dicular, and right-handed. A reference frame will be indicated as FA and its basis
vectors as the triple {

~
â1

~
â2

~
â3}. It is useful to describe a reference frame using the

vectrix concept. A vectrix is a mathematical object that possess the characteristics
of both a vector and a matrix. The vectrix associated with reference frame FA is
defined as:

FA := [
~
â1

~
â2

~
â3 ]

T (A.2)

Where the elements
~
âi are the basis vectors of reference frame FA. Using vectrices is

possible to relate rigorously coordinate-free vectors and their relative representation
in a specified reference frame (i.e. the column vector defined above). In analogy
with the inner product between column vectors an operation between vectrices and
column vectors can be defined. Starting from the definition of vector components
in a specified basis, vector

~
V can be described through its components in reference

frame FA.

~
V =

3X

i=1

Vi

~
âi ⌘ F T

A
V ⌘ V TFA (A.3)

Where the last two operations are the symbolic way of representing the vector
~
V

in the coordinate frame FA through its components V as a column vector. In a
similar way, vectrices can be used to link a dyadic with the matrix describing its
representation in a specific reference frame.

 !T = F T

A
[T ] FA (A.4)

Matrix [T ] contains the components of the dyadic !T with respect to the reference
frame FA.

Vectrices can relate inner product and cross product between vectors in coordinate-
free form and their relative counterpart in a specified reference frame. In the next
chapter only the cross product transformation will be needed and therefore it is the
only relation that will be derived here. A complete discussion is given in [14]. Cross
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product between vectrices both representing reference frame FA is defined as:

FA ⇥ F T

A
:=

2

4 ~
0

~
â3 �

~
â2

�
~
â3

~
0

~
â1

~
â2 �

~
â1

~
0

3

5 (A.5)

The result is a skew-symmetric vectrix whose elements are basis vectors. The fol-
lowing equation uses A.5 and vectrix notation to resolve the vector cross product in
components with respect to a specified reference frame:

~
u⇥

~
v = F T

A
u⇥ F T

A
v ⌘ uTFA ⇥ F T

A
v = F T

A

⇥
u
⇤⇥

v (A.6)

Where
⇥
u
⇤⇥

is the skew-symmetric matrix associated with the column vector u and
it is defined as:

⇥
u
⇤⇥

:=

2

4
0 �u3 u2

u3 0 �u1

�u2 u1 0

3

5 (A.7)

A.0.3 Vector derivatives in di↵erent reference frames

Time derivative of coordinate-free vectors, unlike scalars, depend on the reference
frame with respect to which are taken. The time derivative of a vector in a specified
coordinate frame is defined as the derivative of its components in that coordinate
frame [15]. In this dissertation many reference frames are needed and the derivatives
must be transported between these frames. To avoid confusion a capital letter
subscript will be used to indicate the frame of reference in which the time derivative
is taken. This notation is needed for coordinate-free vectors, on the other hand,
column vectors time derivative will be denoted with an upper dot. In deriving
column vectors there is no ambiguity because these vectors represent already the
components with respect to a specific coordinate frame.

A useful theorem to transform time derivatives of coordinate-free vectors taken in
di↵erent reference frames is The Transport Theorem [16]. It allows to relate time
derivatives in frames rotating with respect to each other.

A

~
V =

B

~
V + A

~
!B ⇥

~
V (A.8)

A

~
V is the time derivative of vector

~
V taken with respect to reference frame FA, while

B

~
V is with respect to FB. A

~
!B, is the angular velocity of frame FB with respect

to frame FA. The same theorem can be applied to vectrices being them formed by
basis vectors (basis vectors are always in coordinate-free form). Time derivative of
a vectrix is defined as the time derivative of its basis vector elements.
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B

FB := 0 (A.9)

A

FB = [
~

A

b̂1
~

A

b̂2
~

A

b̂3 ]T = A

~
!B ⇥ FB (A.10)

Equations A.10,A.9 are derived applying the Transport Theorem to the unity vectors

of FB considering
~

B

b̂i =
~
0

According to the definition of time derivative of a vector given above, the components

form version of
A

~
V is:

A

~
V =

3X

i=1

V̇i

~
âi ⌘ F T

A
V̇ ⌘ V̇ TFA (A.11)
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